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THE  TNTERNIET

The et has 'D(\»(“(vlllr("l)';/:f(" nmnr‘{ a',r;rrl’; ef vy r"rﬁf‘{’;
lve s T has affeceled Ahe (L’atJ we do business as

as Ahe ‘Ua(l/ we QPCGA ouy leisure -time . count bEbhe uia;j;
You've used 1he Tntermet 'JC"CCﬂU}j - Perhaps \ou've Sent

| < leclyonTc nmatl (e-ma"il) to business asspciale vard =4
j u{fl'nhdv il , vead A nNewspapey —yom q drstant C"lfy oF
looked up local  movie  scheddle ~all by using he Tnterrel

!
1
|
i
!m’ mat,be You veaseavched o Medvca| —topic, bookC’C‘? X

holel  eesevyvation , cha&ed , With a fellow Tyekgie., oY

Compavision - shopped foy o cav. The Tnkernek 15 o

Commuricadion {)adskem -{hat bas bmuﬁht a wealth of Tnfovmation
1o our '—ﬁfﬂ%ev‘{:flos and OYﬂar’\’lZPd it for louv uSe -

A Brief Hfskvy;

A hetwovk v «a gr0uP of  connected Cbmmunfcaﬁna device s

Such as  computers and  PYinters . An  intevnet  (nple the
lowevcase tetevsy) s -lwo or move nelworks  that can

Commuricale with <each other - The mast nolable  fnlevnet s

called Ane ZInievnel (upperaase leHevs) , a  colabyalion of mpre
thary  hundreds of ’thLlSar')ds of  Interconnected nelwovks

Piivate "individuals ' as well a's Vavious ovgao‘?z’a-b'on\s such




as J O\ \\\'\\;'M‘

nqencies, bHehools, vesearch , facilitlze
t
N

b e I ‘ ity ot rountyizs L5

\“(\lzx\;,!{lwp" .17\‘ l'\‘\'l)ll 3 LA ] WHove iy
MillTon s of X Ne ave. users yet this r/h/,m-r-—',-'rnw
Ahe Tdnlevnet AT Ivof J
C:“\‘\“l‘\‘l‘1l““\ ’.“1“"~"\ (")I‘J (‘(]f‘f)" “)‘ (8 ")fl"l'! 1") l,’fvll
a \

T -lbe mMid - 17¢0 s mainframe ((unr)ul”’, tr vegravrh

- . & ; l

e 1““‘ salions heve slandalone Alevices. ('Ompnh'rs fromy Aifferent !
L A A% W
N

1 -9 ) “Arncther
manufacluves weve unalkble 4o communicate woith ©0N€ A,

!

The -r'\d\'alr‘rd Research P\Ojé(‘{s —/\Catn('a (ARFPA) v the '

i oo )ie _ i
Depayiment of Pefense (DoD) Was intyested m —Pmdtoa C(uﬂy

| 4p connect computevs

40 that “the veseaYchevs +hej ~funded

| could Shave thefy '—?l'ﬂdfr)ﬁs ,'{hereba 'scduc‘fnﬂ costs -and
.elfm‘?mﬁna duplication of effort

Tr (A67, at an  Association Aor compubing Macht ne

Vi
{ (AcM) n‘)ee{fr)ca . ARPA Presented .7f6- ideas Jov ARPANET, qa
 Small network  of  Conmected  Compulers The tdea was that
sfach bost €omputey  ((not heceéSa*ﬁl_nd {wm the Same manuwfactuy
LC\') would be attached 1o @ Specialized computer, called an
inteiface mesbage  pPrpcessor (IMP) » TThe MP4 T tum, would
be Connected A0 One anoter . Each_ IMP  had 1o be abie to
communicate  uwith  Other  1Mps g5 well a5 with its own
aktached thost- BY 1969, M?PANET was @ Yc'—amj « Fouyr
:hodes ; at  dAhe Mh‘FVevs‘ﬂj of caltfornia at Las f\hc(}cles(vcm]




N}

{he Univer sily o caltfoynta al =anta  FBarbava (vcep),

Stan-ford  Revseavch  InsdTlale  (sRI1) and the  Uniwrsity of
(

vlay , weare  connecled  via {he Mps, 1o dormm a nelaovh .

Soltwave  called  Ahe  Netwovk  (dmtaol pPvolocol ( Kep) piovided

communicalionn bedweern the hpsis.
In 197> Vint corf and BRBob kahn, both pf whom were
pPavt ol the Cove ARPANET gvoup, callaboygied ovn whatb

1bey called  Abe Tntei’nefﬁ"\ﬂ pyojec 1 cevft eand kahn's landmark

(473 paper outlined the protocole o . achieve end -1p —end

de[,'ve\:!j oF packets . This paper on Transmission contyo)

Pyotocel  (Tep) included concepts such as encapsulation, the

dq%aamm » and tthe Huncbions of « 7a€cupcu1 : bhort(‘a theve
attey, authoyities made o decisipry o split  Tepinte two
Pyoto cols . “Iansmission Contol ]ovotoco| ﬂ*rcp)qnd Tnteyv
neva\;orIA.i’nca Protocol CIp) . 1P would bhandle da’cacamm
Youb"ﬁca wohile Tep  would e Tesponsible oy hfgfber-—bcve[
functions duch «as 6eﬁmenta‘dor), Yeassembud , and eror
delectiony . TThe {nter heEU\Jo\”k"mﬁ pyotocol  become WKnown
as Teplup

The TIntevnet 'T'Ddafj

The TOInternet hqs Come a lonca uDaLd Since the 1940 s “The

Tntevoct fodchiuls mob i Shaple | Wlerarihig) Sbruitave -
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I 1 ) made up o mao
. A ) <
' " icle "';r‘ local-Aven r,f‘:/'?/,[/,'

f J(.’lhr‘(f h(j ('(“n\y‘('“"\'J cleviers  anel A TirKiry statlons .71l i¢
. ) 'S . /
. (
difficalt v qive an accuvale  gepresontalion  of the Trlcrrel
; e cau se W T3 Conl ;ﬂU‘\”‘d ¢ hC‘tV)(d ?ﬂ(() - new nelworbs Aare

“\.\-m] added (xi‘{){?ivﬂ Nelwovks  and addfnﬂ addvesses |
(

and  nNelwovks of defunct companies ave be‘(ng r(rnov”cl-'hrdf’/'/{i

Tnternet tonnection use the |

most  end  usevs who - want
provider (lsps) Theve are

Sevvices OF  dIntevnet devvice

Snlevnational seyvice pwovfde\’S, national  bService onvi'dc’Ys,

7@7700011 sevvice prvoviders, - and loaal seyvice pwovidevs . :

The TIntevnet '{Oda%j s run by priate companies, not the

‘%o\/evr)ment : Fiqure shows O con ceptual  (not taco?mPhrc)

view ofF the Intevnet:

I
l a., Structave o©F o national 1P

Pea:cjoal

\spP
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> 1512 7

" Natfona l Matioro|

ISP

L_CP

Nationa |

ISP

b Intercpnnection 'o-f— notional ISPs

Intevnational  Tnternebt  sevvice providers «,

At 4he {UP ot “he h;emmh(d are +the Tntevnational
bevvice  Providers Apgt iOﬂnecks hations -&vae‘cher-
Nationa) Tb’cevr)elr sevvice pmvf’olevs v’

The na’cibﬁa\ CTInlevnet Service providlers ave back bone
Nelwovks created and . mamtained b‘d 6P€<;Tali’zed CDmPC.mTCS sl

ave mama national I15Ps Opera{:‘fnﬁ in North America, Some

oF 4he ™ost  well Known ave sprintlink , PSINet , OUNe t
'Techmo(ocdud , A6ys, and internet  Mel. To provide connectively

between the end wusers, these backbone netwovks are cConnected
bkd Complex sw‘HChi’ma :5%(1&005 (nov@uv van by o thivd #\ny)
called  nelwork access point s (NAPs) -Soﬁg National 15P n etworky

ave also c¢omnecled +to one anolher b‘d private ;5w‘i£cbrna




Hlalions (‘(‘l”"f{ YEOYin Tl 4 -
| ’(’ pomnts . Iheee vistsrmalts h[/rnlf at ¢
( - 2

‘M.(J‘\ .1(\{(1 vale ('”‘ {o (wf‘l)l'“'f"’)

Req ronal Inleynet  sevvice P ovicleve
L‘maim\d' levnel  Aevvice rr‘a()\n'drvc Ov v(rdf(;r‘ml 150 CIVc
connecled 10 one ov moye national 15f5

smalley 15Ps  lhal ave

al  Ahe Athivd tevel of the hi’evachxa with o smaller

'“7(\J Qve

data  Yake . rocal  Tnlernel Savice pvov.’derg f
| Local Tnternet  Service PTOVi’deVS Provide diveck sevvece 1o the ;
end  users . The local 15Ps  can be connected -to veﬂronal 15Ps
ov ol'l’rec{ltd +o nabional 1sps Most end wsevs ave connectee
{o the local lsPs , Note that in this sense ,» A locad 15P

can be @ Company . that Just provides TInternet Sevvices , a
COTPOYGHD\/) with a n;LwOYH 'that. supplies Seyvices to ls own
ermployecs oY & non pxo-ffit ovaan‘izah'oﬂ , Sueh as cucollege

oV CL Univews‘ihj ,that @uns °ts own nekwork , Fach of

Hes lbeal 14ps Cap be Connected 1o aYe?TOM' or nabonal

Sevvice P’ooQTde'
PROTDCORS AND STANDARDS
protocolsz :
an  compulter 'ne{—wovhs, Clorr>mu.n1c'af"0f’> OCcurs petween

entities in  different systems , An enH’Ey is anﬂth"ma capable

of 5”’0“’”9 or 'YéCC‘/"ﬂa ‘ihfmma&ron . However . two ehtT{TPS

Cannot . STPlY  Send it stream to each other and‘expecf




|

Fov  communicalion (o  occur, Ane

{ ¢ 1y¢ “(\I{rw;lf‘f‘r“
™ ,.nv‘h’r-l , A protoco! 15 & =rl

[]l"l ¢ OV

Centilice  musl
of yale s 4hal QAovern eAali communlrallons A frctoco)
Ael e s w hal s Communicaled , how 51 1o tommuntralteA
ana when Vi s CoOmmuntcated .

The l’wfl(’ clemenl s O{ a P'?O{D('Ol Qye Dt‘jﬂfé“r , Serrpntics |
)

“ and ‘U""Tn?
— oljnta*- The Aevrm SYntax aefevs 1o the styuctuve or

f{@mat of the data Meanfnﬁ 1he Oveoder 1 which {hea
a smple pyotocol Might

ave presented . For example
| expect Ahe  fixst ¢ pits of data 4o be -the addyess

! A,

| oF dhe weceivev, and -the gest oF the Stream 10 be

|

: the messaﬂc self :

:
|— Semantics: The word 4emantics wefers. to 4he M(C(r)?na

|

|

fjop each section of bits. How (s a partfeular pattern
| 10 be inlevpreded , and  wbat action is to be taken

/ba:;ed on lhat "‘n{fYPf‘e{aHDV)L For examplé, does &0

|
»

addvese Td('mh‘ﬁy lhe  Youle v be taken or the final

deslinatiory  oF -he messaﬁe?
— ’r‘.’nrﬂnﬁ. The levn ' rb“m"ma gefevs o two  charvaclerstics,
when data should be sent  and how fast '”‘wy can be

fent For example, fF a  Sencer prooluces dala al loo Mbps




bul lhe veecelver  can nocess  dabe l
| ‘ ata at only  Mbps , the

|

I » L4 - - >

i lransmission  will ovevlpad  Uhe Yecoevey 0 e Serrve Adalt a
e losl

w il

Ala \\dm \'o{ S

{_vlaﬂ(’id\'({ 5 ave cssential "N (V(aliryd (m(‘, méintatining
| ., (
an  Open and  compelitive  markel  {ov eq.ul'prﬂ’nf
l L d
- manufactuveys  and o quava n{ee‘l’ncd Nnational ond
i

Tnteymational O(r)—lCYOPexcxbﬂ?hd ot odata and {CfCCOMMUHTC;
-abons lechnology and paocesses - standasds paovide
ﬂu‘{dd?ﬂess to  manulbacturers Vendms, C&avexﬂwnt a?encj’es
and Othey « Sewvice P-aov'(devs o ensuve -the kind oF

indey connecti’v‘n’hd' Dc(:essamd () 'todouﬂ‘s marketplace and

communNications -

o

Z
tn inteynationa|

Dot c ommunication aslondavadls Hall intp two Cq{e%ow?esz

dge facto '(mean‘?nc’a " oy fact’ ‘o1 by convention") and

de fjuve cme_cu’)l.h% "y law " oOr “l‘o\/' 'M’%LAMHOW')

— De foucto 5tano\arois"that have! nét  been approved
by an oganized bedy lout bave been adepled as
'U"yroutah wrdespveac{ wse ave de facte

| 4{hvou05¢7 gre ‘OFten esta blished O\'ﬂ»"nalli k’7
| {o defme the ‘ﬁmclrooalrh‘j ol

Standards

2 landavds

manulacturers  who  Seek

A Y)}evd Pnoolucl oY '[echnoloc‘)vd



-_— |
> DeJure « “thpse |
. [eXT. - ¢ »
landavds  Abal  have beery |eqlslaled P’H
(

an oflfreiall DECAHINIZe ,
o (j (‘J"'I(r‘ h“‘l‘(} (ve e Jclyf' Slandavds

LAYERRD TASKS !

5 an

e use he  cone pt of IOJ*"S ih our (_*l;"ﬁ ife
' Xe o\ L WS .
X \I\\r < / (Q ~ CO”S‘C‘(’Y ‘[No »{,376[)({3 Who Commurﬁ/‘f){"

20 L Y ST
1hH L“ﬁh pos al mail The P‘rO(‘(’sg ol 560&?\? a letley o a

fotend  would  be Complex i Aheve were o seavices avdilable

from the  post office. Below FrdeY@ Shows the steps T this

{ask
pendey , Receiver and Cavyier

In Fn{]ura e have O sendey, a weceiver, ancl o casvier that

JaomsPonES the leHev ‘rhere s a h\evavchtd of tasks:

At dhe Sendevy site-

ws st descaibe | Tn oxder, the achiviies that take

ket
place at the sender site:
-%H\%he\r latleY The 56!’7608\( Woites the le Her , W)Sea’és the

lelley (n QD €WV¢‘DP<’/, wiites  the Sender and weceiver

oddvresses, and dvops the lettey My oo mail box -

~ Middle laye¥: “The letter s picked up by & leller
and delivesed tv the Post v PEice -
sorked ot the post office s

cavyie¥
—>  howey la‘jer —he letter 15

a Casviey 'tvansf)o-sks the leHCY
pr Ahe way: TThe leter T then on fts way to the gecipient

| 2a




he wWQ ) \ pecipient 's e

or; the  woay, Ao dhe FECIE Nl's ol post  effree | Anhe

l('f‘l('\ h\(?kd (1(4(!(1“;, fJ(\ '”Yl ()U’d‘\ 0 (e r,} ‘al r/i"ff(' 1 -

addition il '“m‘d be '(."m‘\SPowl(r’ btd Ayuck , tratn (‘l'rp")"",

boal ;0Ov @ Combination of Ahese

At Ahe Keceiver Site.

—> Lpuwer laje_f- The cavries —l_"ans[jmks the |eter Ao 4he
post oltfice

— Middle lajcw. “The leHev s Sostked  and  delivered 4o the

W,Ci’pi'en{‘s mailbex . ., -

—> Hr?hev [aﬂevr The IveCe‘i\/er

the eDVeloFe

P7C5 LLP 'the le HCYS . OPQDS

and vyeads it




R
|

Aendes

The leHes

put w an

Ma’lbox

15 wWatHen

erwelope .

and d'!OPPP-d n @

The leHex

fromy  the

is caxrled

rmat | box

L to a post office

The (etHer

to0 a carsier bl,d the

post office

s de lu'vexecl

Hrahev 1036‘65

Middle laUers

lowev \0‘3”5

Qe ceivetr
&\

The lettes is picked

up w@emoved From the

envelope  and sead

The leley Ts cqraied

from +he post office

to 4he woilbox

The letler % delivexed

oMy *he cawsie¥

to the post offrce

The pavcel s cazried  Pyomn

the sou¥Ce 4o -the

dlestinakion




e 0OG1 (ea{evence MOdel 5

e 051 wmodel ( mMnue “the “"J'.Vr,ﬂ cne oo f RRDES 1 0
e mate! T4 lnvd an a ‘\'\,\’-“r_,,[ developesd "j ptre Tritesrent frvedd
claradneds (\‘n}nw'\ oD (160)nal a (Trat Step fyaTred s Tritevredoral
AardmAai rmtion 08 The protools  tused irn ~he yasout """‘V""-
(r,/n'f , 1A%

(Ny and  Limmayhann “\Q3> .1t was qeviced Tn 199C
\

The model catled —the TG0 - 05T (open Sqystems ‘;P-*Cvfof'rr’{”f«"./
Rafeven ce Model hecause Tt deals wh Conm?Ch"fq open ;;(Jc)vmm;

—tty s, Snd,s%ems that Qve gpen {fov Coromunicatitn wh otfter

Sﬂ@%@m :

The o0s1 model has  Seven lajers. The  principley -that were
applied +o awive ok the Seven layers can be bviefly cummaied

as dollowe
4. A chder Should be Created wheve a Adiffevent abetyaction

e needed .

. Each lager chould pevym o wetl-debined functfor .

3. The furction of cath dec-w Should be chopgen it an eye
‘owan d deb‘im‘in% 'TD’CemCLﬁOﬂcdle.O;, g{-w\da'xd\"ﬁbed oyotoeols .

?L\“w beegger houndantes  should be chooten to minTmize ~the

- Rrformedion flow aeYss e ntevfaces.

| 5. The number of Qatdevc Shoold  Be Qavr‘)e ehowa'\ that dictiret

;—f—’unc}foné need not be -throwon tpgekhey ¥ —he Samne Qald?"
out of r\ece/ssﬂcd ond  Small  enouqh b dhe Qachitectuye

dAoes btot become meT@)dOd.
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Me Yy sfeal  layey !
! ) ‘ é 1 \’

]\"' “\'l£'~“'1| (l\',/‘ 5 f‘lll\/"‘llf'/‘ '-‘;!}g ”/,(‘{'{';}-[,‘,{J T T
i

el

j v A Commmymnicalion channel « “The ”rr);’()r) lssues, , have, 1c
WO n\-.LTmJ surc  thalt when one stde Sercde A | bit, Tt
:"r(u"f\/(d D‘j Ahe olber ‘Side as a Ibit, not ws o obit
j"(]w Data kink Lﬂtjet",

£ The main  lask  of the data link lager s o tsansform
l . aaw transmission 'fadli’ka nto a Jrne that appears
tree  of  undelected . {ransmission ev707s  {o the network

f

![mjer - Tt accomplishes Adbhis  tasls btd hav‘irr() the Sender
;bxeak up the t’npulr data , into . data Frames Lbjpi’cally

a feww hundaed or a few  thousand bytes) end transmits
4he {vames ,6equen{1’alltd . T the '.Sevvfcl‘e‘ s weliable ok
each Aram b‘if Sendu"n? back an acknouﬁ(edﬁmenf fram .

Anothey  Jssue the a¥ises in the dakbcl vk lQHer (and maost

ob “he hiflhev lay evs as  well) '13 how to l‘ff’?P a fast
trancnf Hey Tvom d'aouur)fn? Qa slowy deceivey n data . seme
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Access Networks

Discuss LCOurses
1 \ ceoiint Googla will sharn you
O cronlo your o JLIfy APARAR

nama, amail addrass, and profile picture

1 access network is a type of network whic

GookslorGooks. Sao GeoakslorGoors

o immediate router (also k , G y Yo
( ediate router (also known as the "edc avidh TR BT SRS

cystem 1o any other distant end system. Exan...c. o

networks, enterprise networks, ADSL, mobile network, FTTH etc

Types of access networks:

Ethernet — It is the most commonly installed wired LAN technology and it
provides services on the Physical and Data Link Layer of OSl reference model
Ethernet LAN typically uses coaxial cable or twisted pair wires.

DSL - DSL stands for Digital Subscriber Line and DSL brings a connection into
your home through telephone lines and a DSL line can carry both data and voice
signals and the data part of the line is continuously connected. In DSL you are able
to use the Internet and make phone calls simultaneously. DSL modem uses the
telephone lines to exchange data with digital subscriber line access multiplexer
(DSLAMS). In DSL we get 24 Mbps downstream and 2.5 Mbps upstream.

FTTH - Fiber to the home (FTTH) uses optical fiber from a central Office (CQO)
directly to individual buildings and it provides high-speed Internet access among
all access networks.lt ensures high initial investment but lesser future investment
and it is the most expensive and most future-proof option amongst all these
access networks.

Wireless LANs — It links two or more devices using wireless communication
within a range. It uses high-frequency radio waves and often include an acccss
point for connecting to the Internet.

3G and LTE — It uses cellular telephony to send or receive packets through a
nearby base station operated by the cellular network provider. The term “3G
internet” refers to the third generation of mobile phone standards as set by the
International Telecommunications Union (ITU). Long Term Evolution (LTE) offers
high-speed wireless communication for mobile devices and increased network
capacity.

Hybrid Fiber Coaxial (HFC) — HFC is a combination of fiber optic and coaxial cable

that is widely used by cable television operators to provide high-speed internet

¥ T i e B
g

thg best brons:!‘ng:ggtperience on our website, By using our site, You
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N MMIUIVCAUON Lo doeliver internet Acecese s Lo remote ind rural area It has ot
loatency and lower |-.|l\n§-‘|(|H|4~vl|||un-(I‘«,:-?l\ r Ceens network but 1t car
'
{

provide intermel access in areas whore other ptions are not available

titic) e le trir

* Power Line Communication (PLC) ~ PLC uses the oxi
DuIAdIM to tansmut data signals, 1t is a low-cost alternative to traditional

networks and can be used to provide internet access in buildin ]
ditticult to mstall new cables

* WIMAX - WIMAX (Worldwide Interoperability for Microwave Acces ) 15 3
wireless access network technology that provides high-speed internet access over
A wide area. It is commonly used in rural and suburban areas where it is difficult or
expensive to deploy wired networks.

* 5G - 5G is the latest wireless communication technology that offers high-speed
Internet access and increased network capacity. It is designed to support a wide
range of applications, including virtual and augmented reality, autonomous
vehicles, and smart cities. 5G networks are being rolled out globally, and they are
expected to transform the way we connect to the internet.

* Wi-Fi: Wi-Fiis a wireless access network technology that allows devices to
connect to a local area network (LAN) or the Internet using radio waves. It is

commonly used in homes, offices, public places, and other areas where people

need wireless internet access.
¢ Bluetooth: Bluetooth is a short-range wireless communication technology thatis

used to connect devices within a limited range, typically up to 30 feet. It is
commonly used to connect mobile phones, laptops, and other devices to speakers,

headphones, and other accessories.
* Wi-Fi Direct: Wi-Fi Direct is a technology that allows devices to connect to each

other without the need for a wireless access point or network. It is commonly used
to transfer files and other data between devices in close proximity.

¢ Near Field Communication (NFC): NFC is a wireless communication technology
that allows devices to exchange data when they are held close together. It is
commonly used for mobile payments, access control, and other applications where
security is important.

* ZigBee: ZigBee is a wireless communication technology that is used for low-
power, low-speed applications such as home automation, industrial control, and
sensor networks. Itis designed to be simple, reliable, and easy to use.

* LoRaWAN: LoRaWAN is a wireless communication technology that is used for
long-range, low-power applications such as smart cities, agriculture, and

environmental monitoring. It is designed to be low-cost. low-power, and easy 1O
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redundancy, but to b able (o detect or con

y concept in the Jetection of crrornas

I he ma
GITOS SOMe et hile coded and these bits are Wed the redundant bit that a
ST \ CIITONR N 1y ”‘\ Cudivyl
e Jdetovhion vosus correvtion
\H.\HH\'\( OF Frat o IS

case ol crror detection one has to cheek whether an error has

.-_\\-\ Or o
. locatton of crrog

Whereas in casc of error correction one needs 10 know the numbcer ob crrors
ocation from which the message has been received and also the error has to be fixed

nsmission

Forward ¢f ror correction, retra

I'here are basically two main methods of error correction-:
Forward error correction method
Correction by retransmission

I he torward crror correction method is one in which the receiver tries 1o guess the message using
the redundant bit.

W here as the correction by retransmission the receiver detects the occurrence of the error and
asks the sender to resend (he information.

Network redundancy is a process of providing alternate paths for traffic in a network. This
ensures all the data flows seamlessly in the event of a failure. A reliable network is critical for
that require continuous connectivity to ensure maximum efficiency

businesses and organizations
dundancy is to provide multiple paths for

and minimize downtime. The idea behind network re
iraffic. which ensurcs that i"one device fails, another can take over automatically, minimizing
downtime and ensuring continuity of service.

Types of Network Redundancy

. of network redundancy: (ault tolerance and high availability.

There are two primary Lype




l.m“ ’1‘(’&‘[.IA|;L‘
ning that there is a complete duplicate

hardware redundancy, med
This type of redundancy

FFault tolerance uses complete
by-side with the primary system.

of the system hardware running side-
delivers near-zero downtime but is expensive o implement.
Iigh Availability

not duplicate all of the physical hardware. Instead, a

s monitor each other with failover capabilities. It
p can take over. Although installing high-
hat service disruptions could have

High availability, on the other hand, does
cluster of servers is run together & the server
means that if there is a problem on one server, a backu
availability infrastructure is less expensive, there is a chance t

a slight negative impact.
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Framing in Data Link Layer

Ditcuss Courses Video
arly in computer netyworks and
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WU transmission, particul
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e is continuously ucs

teleX}

the case of light energy. Fram

P!\‘k\\\g
wo computers or devices consisting of

must b

Frarn

a wire in whi
d into discernible blocks of information. Framing is a function of thoe dats bing

ning is a point-to-point connection between t
ch data is transmitted as a stream of bits. However, these bite

frame

Ve, Yrioo
3 s

layer. It provides a way for a sender to transmit a set of bits that are meaningfu

receiver. Ethernet, token ring, frame relay, and other data link layer technologies nase
5 e110f -

their own frame structures. Frames have headers that contain information such a°

checking codes.

Data Link Layer Services

Bl Layer

-
Sllsd i L snaa T e e LS s

LA
I

At the data link layer, it extracts the message from the sender and provides it to the

receiver by providing the sender’s and receiver’s addresses. The advantage of using
frames is that data is broken up into recoverable chunks that can easily be checkea 1o
corruption.

The process of dividing the data into frames and reassembling it is transparent 1o the
user and is handled by the data link layer.

m.:rﬁm:nn SRR R LA b Al A ar s Wl lsurrssaratmant diitasiRaast reaant-altowsitne
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> ’ jetect it S "o
ible to detectit. Station detects framoe by looking out for a special sequence of bit

that marks the beaginni
nnming of the framoe o 5 D (Starting Frame Delimiter)

e How docs > i i
the btﬂtlo" d(‘l(‘("l a f';"”(\: | voery station lListens to link for SFD pattern

through a seque - .
\ sequential citcuit, If SED detected, sequential circuit alerts station
Station ek« ’

checks destination address to ace eptor reject frame.

* DC scti )
tecting end of frame: When Lo stop reading the frame.

* Handling errore: F : :
g errors: Framing errors may occur due to noise or other transmission errors,

which ¢ cp A ofati s
cdn cause a station to misinterpret the frame. Therefore, error detection and

Orre - - W .
correction mechanisms, such as cyclic redundancy check (CRC), are used to ensure

the integrity of the frame.
Framing overhead: Every frame has a header and a trailer that contains control

Information such as source and destination address, error detection code, and other
Protocol-related information. This overhead reduces the available bandwidth for

data transmission, especially for small-sized frames.
Framing incompatibility: Different networking devices and protocols may use

different framing methods, which can lead to framing incompatibility issues. For

example, if a device using one framing method sends data to a device using a
different framing method, the receiving device may not be able to correctly interpret

the frame.
Framing synchronization: Stations must be synchronized with each other to avoid

collisions and ensure reliable communication. Synchronization requires that all

stations agree on the frame boundaries and timing, which can be challenging in

complex networks with many devices and varying traffic loads.
e Framing efficiency: Framing should be designed to minimize the amount of data
overhead while maximizing the available bandwidth for data transmission. Inefficient

framing methods can lead to lower network performance and higher latency.

Types of framing

There are two types of framing:
1. Fixed-size: The frame is of fixed size and there is no need to provide boundaries to

the frame, the length of the frame itself acts as a delimiter.

¢ Drawback: It suffers from internal fragmentation if the data size is less than the

frame size
e Solution: Padding

2. Variable size: In this, there is a need to define the end of the frame as well as the

' - .
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“framoe. Used in Token Rjy -
NG. The proble i i i -
i 1 owith this is that ED ¢ r d:
This can be solved by: can occur in the daty

1. Character/Bvte
yte Stuffing: Used when frames consist of characters. If data containeg

cO0 then, a nNe e «
byte i SLulfod i data to differentinte it from €0,

Let ED = "¢~
- < > ol e " ‘ -

N ‘ 1 t ‘ (i ‘l \ ((""J"'“\ (.‘ (”]ywh(_-’(ll |' con t”. 04C "‘)'w" ”"'r\'l \‘(). (.";lr"(<t"r
aata coy \ \Oe ‘ NV N

. Wains \OS' then, use \O\O\OS'(S i escaped using \O and \O is escaped

using \O).

Qata from upper Layer

T B P
. "‘““"ﬁ@éﬁ%&i:
. S,,'iL ES

Frame recened

e ] WAV OV AL | RO | i
Fiag| Heacer | | Esc

Data (o upper Layer

Disadvantage - It is very costly and obsolete method.

2. Bit Stuffing: Let ED = 01111 and if data=01111
—> Sender stuffs a bit to break the pattern i.e. here appends a 0 in data = 011101.

—> Receiver receives the frame.
—> If data contains 011101, receiver removes the 0 and reads the data.

Data from upper Layer

Flag sent

DBMS  Computer Networks

Aptitude  Engineering Mathematics  Discrete Mathematics  Operating System
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Data-link layer is responsible for implementation of point-to-point flow and error

control mechanism.

Flow Control

When a data frame (Layer-2 data) is sent from one host to another over a single
medium, it is required that the sender and receiver should work at the same speed.
That is, sender sends at a speed on which the receiver can process and accept the

data. What if the speed (hardware/software) of the. sender or receiver differs? If
sender is sending too fast the receiver may be overloaded, (swamped) and data may

be lost.
Two types of mechanisms can be deployed to control the flow:

® Stop and Wait
This flow control mechanism forces the sender after transmitting a data frame
to stop and wait until the acknowledgement of the data-frame sent is received.
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® Sliding Window
In this flow control mechanism, both sender and receiver agree on the number

Of data-frames after which the acknowledgement should be sent. As we learnt,
stop and wait flow control mechanism wastes resources, this protocol tries to

make use of underlying resources as much as possible.

Error Control

When data-frame is transmitted, there is a probability that data-frame may be lost in
the transit or it is received corrupted. In both cases, the receiver does not receive the
correct data-frame and sender does not know anything about any loss.In such case,
both sender and receiver are equipped with some protocols which helps them to
detect transit errors such as loss of data-frame. Hence, either the sender retransmits

the data-frame or the receiver may request to resend the previous data-frame.

Requirements for error control mechanism:

e Error detection - The sender and receiver, either both or any, must ascertain

that there is some error in the transit.
Positive ACK - When the receiver receives a correct frame, it should

acknowledge it.
Negative ACK - When the receiver receives a damaged frame or a duplicate
frame, it sends a NACK back to the sender and the sender must retransmit the

correct frame.

® Retransmission: The sender maintains a clock and sets a timeout period. If
an acknowledgement of a data-frame previously transmitted does not arrive
before the timeout the sender retransmits the frame, thinking that the frame

or it's acknowledgement is lost in transit.
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Stop-and-wait ARQ

Time-Cuyt

Time-Ont

Time-Out

The following transition may occur in Stop-and-Wait ARQ:

® The sender maintains a timeout counter.

e When a frame is sent, the sender starts the timeout counter.

e If acknowledgement of frame comes in time, the sender transmits the

next frame in queue.
If acknowledgement does not come in time, the sender assumes that
either the frame or its acknowledgement is lost in transit. Sender
retransmits the frame and starts the timeout counter.

If a negative acknowledgement is received, the sender retransmits the

frame.

Go-Back-N ARQ__ [ -Audvrediy | Ropeod ~Caens 1)

Stop and wait ARQ mechanism does not utilize the résources at their
best.When the acknowledgement is received, the sender sits idle and does
nothing. In Go-Back-N ARQ method, both sender and receiver maintain a

wiinA Ay

T — —_
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The sending-window size enables the sender to sen
receiving the acknowledgement of the previous ones. The receiving-window
e receiver to receive multiple frames and acknowledge them. The

enables th
receiver keeps track of incoming frame's sequence number.
When the sender sends all the frames in window, it checks up to what
sequence number it has received positive acknowledgement. If all frames are
f frames. If sender finds

positively acknowledged, the sender sends next set o
that it has received NACK or has not receive any ACK for a particular frame,

retransmits all the frames after which it does not receive any positive ACK.

it

Selective Repeat ARQ
In Go-back-N ARQ, it is assumed that the receiver does not have any buffer

space for its window size and has to process each frame as it comes. This
enforces the sender to retransmit all the frames which are not acknowledged.
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In Selective-Repeat ARQ, the receiver while keeping track of sequence
numbers, buffers the frames in memory and sends NACK for only frame which
IS missing or damaged.

sender in this case, sends only packet for which NACK is received.
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The noiseless channel has the following two protocols:

1. SIMPLEST Protocol - A simple protocol for a noiseless channel would be one
that involves the direct transter of data from the source to the destination
without any intermediate processing. In this scenario. the channel is assumed to

. which means that the data transmitted remains intact and does

be noise-fre
4 noiseless channel, a simple protocol could consist ot a

not get corrupted. In

straightforward method for e
with no error correction or low control mechanisms in place.

Sender ' Receiver
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\ data flow diagram (DIFD) is o praphical representation of the How of datain o
system Inthe context o the simplest protocol, o DED canillustrate the movement ol

data between the sender and the receiver. The DED would show how the sender sends
a, and what happens

the data trames o the receiver, how the receiver processes the dat
i any errors occur during the transfer. It could also show the absence of flow control
and crror control mechanisms. which are typically included in more complex
protocols. The DED can help to clarify the basic functioning of the simplest protocol.

making it casier 1o understand and implement.

2. STOP-AND-WAIT Protocol - Stop and wait is a protocol that is used ftor
reliable data transmission in a noiscless channel. In this protocol. the sender
sends a single packet at a time and waits for an acknowledgment (ACK) trom
the receiver before sending the next packet. This way. the sender can ensure
that cach packet is received by the receiver and has been successtully
processed. If the sender does not receive an ACK within a certain time frame.
the packet is considered lost and must be retransmitted, The stop and wait
protocol is simple and efficient, but it has one major drawback. Because only
one packet can be transmitted at a time, the overall data transmission rate is
relatively slow. To overcome this limitation, the sliding window protocol was
developed. In the sliding window protocol. multiple packets can be transmitted
at the same time. allowing for faster data transmission. Despite this limitation.
the stop and wait protocol is still widely used in many applications due 1o 1ts

simplicity and reliability.
Flow Diagram
The flow diagram of the Stop-and-wait protocol in a noiseless channel involves the

following steps:

The sender transmits a data frame to the receiver.

2. The sender waits for an acknowledgment (ACK) from the receiver.

3. The receiver processes the received data frame.

4. The receiver sends an ACK to the sender to confirm receipt of the data frame.
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Noisy Channel protocols | |
A Noisy Channel Protocol is a type of communication protocol that is L.lscd m.
L~\vnlrilur;icanli(wl1 systems where the transmission channel may introduce crrors m.Ln the
transmitted data. This type of protocol is designed to deal with crrors m.tl\c
communication channel and ensure that the data being transmitted is received
accurately at the receiver end. The main objective of Noisy Channel Protocols is to
minimize the error rate in the transmitted data by using techniques such as crror
detection and correction, flow control, and retransmission of lost or corrupted data
frames. Some examples of Noisy Channel Protocols include the Stop-and-Wait

Protocol. the Sliding Window Protocol. and the Automatic Repeat Request (ARQ)

Protocol.

STOP-AND-WAIT ARQ Protocol - The Stop and Wait protocol is g protocol used
for reliable data transmissjon over a noisy channel. In (his protocol, the sender only

and waits for an acknowledgment (ACK) from the recein &f
ame. This helps to cnsure that the
ates the

sends one frame at a time
before sending the nex fr receiver recei he d
crrecerves the datg
correctly limi y i
rrectly and elimin need for retransmission in the

case of errory caused by the
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nest ACK belore rese nding
ication of data framcs

crror is detected, it waits Tor the r the fTram [his pr

adds crror control to the basic unmdiree tional commun

trames i the opposite dpection

Flow Diagram
otocol in a Nnoisy channel can be u cd 1o

and-Wait pr
Ihis diagram gener 1§

A data Now diagram in the Stop-
¢ sender and the receiver.

dosceribe the Mow of data between th

includes the followmg componcents:
ata frames one at a time, and waits for a responsc (ACK or

Sender: The sender sends d
¢ sending the next data frame.

NACK) from the receiver befor
ves the data frames and processes them. If the
ds an ACK signal to the sender. 1T

NACK signal to the

1. Receiver: The receiver rec
received correctly, the receiver sen

the frame 1s not received correctly, the receiver sends a

frame 18

sender.

Noisy Channel: The noisy channel hich the data

is the medium through w

2.
frames are transmitted from the sender to the receiver. The channel can add
noise to the data frames, resulting in errors and corruption of the data.

3. Error Detection: The receiver uses error detection techniques such as

checksums to detect errors in the received data frames.

4 Error Correction: If an error is detected, the receiver sends a NACK signal to

questing a retransmission of the frame.

the sender, re
Py \
. | (E—

ey
Framoe lost
A ratransmits




ack-N Automatic Repeat Request

> ~ —— .
2. GO-BACK-N ARQ Protocol - The Go-13
sed in data communication

(ARQ) protocol is a type ol crror-control protocol ue
to ensure reliable delivery ol data over @ noisy channel. In a noisy channel, the
probability of crrors in the recceiy cd packets is high. and henee, there 1s a need

for a mechanism to detect and correct these Crrors.

Flow Diagram

wion of the Go-Back-N ARQ protocol ina

I'he flow diagram that illustrates the opert
noisy channcl:
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Sender Sides

a. e
¢ osende y
CEotransmits o window  of puckets (o the receiver, starting  with

N - 1., where N is the

»\\'\]llk‘l]\‘c nu — ;
mber 1 oand cnding with sequence number g

Window S17¢.

b. The sender - :

¢ sender sets a timer for cach packet in the window.

¢ The sender waits for an acknowledgment (ACK) from the receiver
Receiver Side:

'he recciver receives the packets and checks for errors.
b. If'a packet is received correctly. the receiver sends an ACK back to the sender

with the sequence number of the next expected packet.
¢. If a packet is received with errors, the receiver discards the packet and sends a
negative acknowledgment (NAK) to the sender with the sequence number of
the next expected packet.
Sender Side (in case of no ACK received):

If the sender does not receive an ACK before the timer for a packet expires, the

1.
sender retransmits the entire window of packets starting with the packet whose
timer expired.

2. The sender resets the timer for each packet in the window.

3. The sender waits for an ACK from the receiver.

Sender Side (in case of NAK received):

a. If the sender receives a NAK from the receiver, the sender retransmits only the
packets that were not correctly received by the receiver.

b. The sender resets the timer for each packet that was retransmitted.

c. The sender waits for an ACK from the receiver.



ane repeated until all packets have been successfully received by the
rchiable  mechanism  for

the number of

| h\‘ .l!‘\\\ ¢ \lk"\\
'ccen ¢ . . :
: CCIver. The  Go-BBack-N ARQ  protocol provides a
rans y ! . g y

Mimg data over a onoisy  channel  while  minimizing

retransmissions required.

SELECTIVE REPEAT ARQ Protocol - The Sclective Repeat ARQ protocol is a
QAP ol crror-control protocol used in data communication to ensure reliable deliveny
ol data over a noisy channel. Unlike the Go-Back-N A RQ protocol which retransmits

the enuire window of packets, the Sclective Repeat ARQ protocol retransmits only the
packets that were not correctly received.

In the Selective Repeat ARQ protocol. the sender transmits a window of packets to

the receiver, and the receiver sends back an acknowledgment (ACK) to the sender
indicating successful receipt of the packets. If the receiver detects an error in a packet.
it sends a negative acknowledgment (NAK) to the sender requesting retransmission of

that packet.
Flow Diagram
I'he flow diagram that illustrates the operation of the Selective Repeat ARQ protocol

1n a noisy channel:
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Sender Side:
The sender transmits a window of packets to the receiver, starting with
- 1. where N is the

a.
mber i and ending with sequence number i + N

sequence nu
window size.
b. The sender sets a timer for each packet in the window.

¢. The sender waits for an acknowledgment (ACK) from the receiver.

Receiver Side:

a.  The receiver receives the packets and checks for errors.



bh. If apacketis received correctly and is in order, the receiver sends an ACK back
to the sender with the sequence number of the next expected packet.
¢. Ifa packet is received with crrors or is out ol order, the receiver discards the
acknowledgment (NAK) to the sender with the

packet and sends a negative
ds to be retransmitted.

sequence number of the packet that nce
kets and sends an ACK for the last in-

iver buffers out-of-order pac

d. The rece

order packet it has received.
Sender Side (in easc ol no ACK received):

packet expires, the

1. If the sender does not receive an ACK before the timer for a

sender retransmits only that packet.

2 The sender resets the timer for the retransmitted packet.

3. The sender waits for an ACK from the receiver.

Sender Side (in case of NAK received):

1. If the sender receives a NAK from the receiver, the sender retransmits only the

packets that were not correctly received.
{ that was retransmitted.

2 The sender resets the timer for each packe

3. The sender waits for an ACK from the receiver.



When a sender and receiver have a dedicated link to transmit data packet-

the data link control is enough to handle the channel Suppose "h‘i":’ 1,,
dedicated path to communicate or transfer the data between two devices [lrj
that case, multiple stations access the channel and simultane rously tmrr,r.’.;:"‘
the data over the channel. It may create collision and cross talk. Hence r'r;c’-
multiple access protocol is required to reduce the collision and avoid crg);,",ra’;‘;
between the channels. -

Following are the types of multiple access protocol that is subdivided into the
different process as:

Multiple Access Protocols

< a l‘*‘r-w'—-- ™ Su——— ’”-.—-:L- e

f* """. ‘/’Ttr fj:} ) ": E . '
{3z Protaco
| R SRR R A
—— ALOHA
——Reservation —— FDMA
—— CSMA
—— Polling TDMA
— CSMA/CD
L Token Passing L— CDMA
L CSMAJ/CA

A. Random Access Protocol

In this protocol, all the station has the equal priority to send the data over a
channel. In random access protocol, one or more stations cannot depend on
another station nor any station control another station. Depending on the
channel's state (idle or busy), each station transmits the data frame. However,
if more than one station sends the data over a channel, there may be a
collision or data conflict. Due to the collision, the data frame packets may be

lost or changed. And hence, it does not receive by the receiver end.

Following are the different methods of random-access protocols  for

broadcasting frames on the channel.



Aloha
CSMA
CSMA/CD

CSMA/CA
ALOHA Random Access Protocol

It is designed for wireless LAN (Local Area Network) but can also be used in a

shared medium to transmit data. Using this method, any station can transrut

data across a network simultaneously when a data frameset 15 available for

transMmission
Aloha Rules

1. Any station can transmit data to a channel at any time.
2. It does not require any carrier sensing.
3. Collision and data frames may be lost during the transmission of data
through multiple stations.
4. Acknowledgment of the frames exists in Aloha. Hence, there is no
collision detection.

5. It requires retransmission of data after some random amount of time.

Types of ALOHA

| |

' PureALOHA ~ Slotted ALOHA
b ; : . : 8 ';:\.JJQJZ’(:‘-‘ATL R e 8 | %

b

Pure Aloha
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.md frame 2.2, are successfully transmitted to the receiver end. At the
time, other frames are lost or destroyed, Whenever two frames fall ;,r. : t’;::\"!
channel simultancously, collisions can occur, and both will suffer dmni’;;" I
the new frame's first bit enters the channel before finishing the last bit of {'”.
cecond frame. Both frames are completely finished, and both stations rnu’,.t

retransmit the data frame.

Slotted Aloha
d to overcome the pure Aloha's efficiency because

Aloha has a very high possibility of frame hitting. In slotted Aloha, the
rval called slots. So that, if a
station wants to send a frame to a shared ch |, the frame can only be sent
at the beginning of the slot, and only one (rame is allowed to be sent to each
slot. And if the stations are unable to cend data to the beginning of the slot,
the station will have to wait until the beginning of the slot for the next time.
However, the possibility of a collision remains when trying to send a frame at

the beginning of two or more station time slot.

The slotted Aloha is designe

pure
shared channel is divided into a fixed time inte
anne

1. Maximum throughput occurs in the slotted Aloha when G = 1 that is

37%.
2. The probability of successfully transmitting the data frame in the slotted
AlohaisS=G*e”*-2G.

3. The total vulnerable time required in slotted Aloha is Tir.
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CSMA (Carrier Sense Multiple Access)

It is a carrier sense multiple access based on media access protocol to sense
the traffic on a channel (idle or busy) before transmitting the data. It means
that if the channel is idle, the station can send data to the channel. Otherwise,
it must wait until the channel becomes idle. Hence, it reduces the chances of a

collision on a transmission medium.

CSMA/ CD

It is a carrier sense multiple access/ collision detection network protocol to

transmit data frames. The CSMA/CD protocol works with a medium access

control layer. Therefore, it first senses the shared channel before broadcasting

the frames, and if the channel is idle, it transmits a frame to check whether the
transmission was successful. If the frame is successfully received, the station
sends another frame. If any collision is detected in the CSMA/CD, the station
sends a jam/ stop signal to the shared channel to terminate data transmission.
After that, it waits for a random time before sending a frame to a channel.



CSMA/ CA

It 1s a carrier sense multiple access/collision avoidance network protocol f
carrier transmission of data frames. It is a protocol that works vith a r.rw"l, ."'
access control layer. When a data frame is sent to a channel, it receives an
acknowledament to check whether the channel is clear. If the station rrf'r:r:/-'"l,
only a single (own) acknowledgments, that means the data frame has been
successfully transmitted to the receiver. But if it gets two signals (its own and
one more in which the collision of frames), a collision of the frame occurs in
the shared channel. Detects the collision of the frame when a sender receives

an acknowledgment signal.

B Controlled Access Protocol
In the

It is a method of reducing data frame collision on a shared channel.
d decides to send a data

controlled access method, each station interacts an
y all other stations. It means that a

frame by a particular station approved b

single station cannot send the data frames unless all other stations are not
approved. It has three types of controlled access: Reservation, Polling,
and Token Passing.

Reservation
hod, a station needs to make a reservation before

In the reservation met

sending data.
The timeline has two kinds of periods:

1. Reservation interval of fixed time length
2 Data transmission period of variable frames.

Polling
he roll-call performed in class. Just like the

. Polling process is similar to t
e to each node in turn.

teacher, a controller sends a messag
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a pumary station(controller) and the

« In this, one acts ac
macle through the

secondary stations. All data exchanges must be

controller
The message sent by the controller contains the address of the node

being selected for granting access.

Token Passing

In token passing scheme, the stations are connected logically to eac
other in form of ring and access to stations is governed by tokens

A token is a special bit pattern or a small message, which circulate from

one station to the next in some predefined order.

In Token ring, token is passed from one station to another adjacent
station in the ring whereas incase of Token bus, each station uses the
bus to send the token to the next station in some predefined order.

C. Channelization Protocols

It is 2 channelization protocol that allows the total usable bandwidth in

shared channel to be shared across multiple stations based on their time
distance and codes. It can access all the stations at the same time to send the

-

a

data frames to the channel.

Following are the various methods to access the channel based on their time,

distance and codes:

1. FDMA (Frequency Division Multiple Access)
2. TDMA (Time Division Multiple Access)
3. CDMA (Code Division Multiple Access)

FDMA

It is a frequency division multiple access (FDMA) method used to divide the
avallable bandwidth into equal bands so that multiple users can send data
through a different frequency to the subchannel. Each station is reserved with



1 particular ban ) ' )
. < d to prevent the cosstalk between the  channels  and

L

interterences of stations

TDMA
ime Division Multiple Access (TDMA) is a channel acces method, It allows

Tir

the same frequency bandwidth to be shared across multiple stations. And to
collisions in the shared channel, it divides the channel into different
transmit the data frames, The

allocate stations (o
shared channel by dividing the signal into
overhead of

-~ '
aVv \‘)\‘2

slots that

frequency
same frequency bandwidth into the
various time slots to transmit it. However, TODMA has an
synchronization that specifies each station's time slot by adding
synchronization bits to each slot.
CDMA

(CDMA) is a channel access method. In

same channel. It

The code division multiple access
CDMA, all stations can simultaneously send the data over the
he data frames with full
quire the division

means that it allows each station to transmit t
mes. It does not re
d on time slots. If multiple stations

frequency on the shared channel at all ti
of bandwidth on a shared channel base
heir data frames are separated by a

send data to a channel simultaneously, t

unique code sequence. Each station has a different unique code for
transmitting the data over a shared channel. For example, there are multiple
users in a room that are continuously speaking. Data is received by the users if
only two-person interact with each other using the same language. Similarly,
stations communicate with each other

in the network, if different
simultaneously with different code language.
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HDLC Frame

bit - oriented protocol where each frame con
of frame. The fields ©

tains up to six

<
i

HDLC is a
fields. The structure varies according to the type

a HDLC frame are —
e beginning and the end of

Flag — It is an 8-bit sequence that marks th
the frame. The bit pattern of the flag is 01111110.

Address — It contains the address of the receiver. If the frame is sent

it contains the address(es) of the secondary

by the primary station,
station(s). If it is sent by the secondary station, it contains the address

of the primary station. The address field may be from 1 byte to several

bytes.
Control — It is 1 or 2 bytes containing flow and error control

information.



the data from the network layer. Its length may

. This carries

payload -
one network to another.

vary from
« frame check sequence for error

2 byte or 4 bytet
ard code used is CRC (cyclic redundancy code)

FCS — It is a
detection. The stand

HDLC Frame

FCS Flag

[ Flag | Address | Control Payload
variable 2 or 4 bytes 1byte
(01111110}

1 byte 1 byte

.........

Types of HDLC Frames
There are three types of HDLC frames. The type of frame is
determined by the control field of the frame —

. I-frame — I-frames or Information frames carry user data from

the network layer. They also include flow and error control
information that is piggybacked on user data. The first bit of

control field of I-frame is O.
. S-frame — S-frames or Supervisory frames do not contain

information field. They are used for flow and error control when
piggybacking is not required. The first two bits of control field of

S-frame is 10.
U-frame — U-frames or Un-numbered frames are used for myriad

miscellaneous functions, like link management. It may contain an
information field, if required. The first two bits of control field of

U-frame is 11.



U -Frame
dress Management information FCS -

The IEEE 802.11 standard, lays down the architecture
area networks

and specifications of wireless local
(WLANs). WLAN or WIiFi uses high frequency radio

waves instead of cables for connecting the devices in
LAN. Users connected by WLANs can move around

within the area of network coverage.

The 802.11 MAC sublayer provides an abstraction of the
yer to the logical link control sublayer and

physical la
per layers of the 0OSI network. It is responsible for

up
encapsulating frames and describing frame formats.
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I Control —1t is a 2 byles starting, ficld composed ol 11
Tramge Al b ) :

cubficlds. It contains control information of the frame. The 11

subticlds are

Protocol version — The first sub-ficld is a two - bit field set to
00. Tt has been included to allow future versions of IEE 802.11 to
operate simultancously.
. Type — It is a two-bit subficld that specifies whether the frame 1S
a data frame, control frame or a management frame.
. Subtype — it is a four — bit subfield states whether the field 1s a
Request to Send (RTS) or a Clear to Send (CTS) control frame.
For a regular data frame, the value is set to 0000.

. To DS — A single bit subfield indicating whether the frame is
going to the access point (AC), which coordinates the
communications in centralised wireless systems.

- From DS — A single bit subfield indicating whether the frame is
coming from the AC.
. More Fragments — A single bit subfield which when set to 1
indicates that more fragments would follow.
- Retry — A single bit subfield which when set to 1 specifies a

retransmission of a previous frame.

- Power Management — A single bit subfield indicating that the
sender is adopting power-save mode.

- More Data— A single bit subfield showing that sender has

further data frames for the receiver.



Protected Frame — A tingle bit subficld indicating that this is

an encrypted frame.
Order — The last subficld, of one — bit, informs the receiver that

to the higher layers the frames should be in an ordered sequence.
Duration — It is a 2-byte field that specifies the time period for
which the frame and its acknowledgement occupy the channel.
Address fields: There are three 6-byte address fields containing
addresses of source, immediate destination and final endpoint
respectively.

Sequence — It a 2 bytes field that stores the frame numbers. 1t

detects duplicate frames and determines the order of frames for
higher layers. Among the 16 bits, the first 4 bits provides
identification to the fragment and the rest 12 bits contain the
sequence number that increments with each transmission.

Data — This is a variable sized field that carries the payload from
the upper layers. The maximum size of data field is 2312 bytes.

Frame Check Sequence (I'CS) — It is a 4-byte field containing

error detection information.



Network Layer Services- Packetizing, Routing and Forwarding

The network Layer is the third layer in the OSI model of computer networks. Its main
function is to transfer network packets from the source to the destination. It is involved both
the source host and the destination host. At the source, it accepts a packet from the transport
layer, encapsulates it in a datagram, and then delivers the packet to the data link layer so that
it can further be sent to the receiver. At the destination, the datagram is decapsulated, and the
packet is extracted and delivered to the corresponding transport layer.

Features of Network Layer

1. The main responsibility of the Network layer is to carry the data packets from the
source to the destination without changing or using them.

2. Ifthe packets are too large for delivery, they are fragmented i.e., broken down into
smaller packets.

3. It decides the route to be taken by the packets to travel from the source to the
destination among the multiple routes available in a network (also called routing).

4. The source and destination addresses are added to the data packets inside the
network layer.

Services Offered by Network Layer
The services which are offered by the network layer protocol are as follows:

Packetizing
Routing
Forwarding

Packetizing

The process of encapsulating the data received from the upper layers of the network (also
called payload) in a network layer packet at the source and decapsulating the payload from
the network layer packet at the destination is known as packetizing.

The source host adds a header that contains the source and destination address and some
other relevant information required by the network layer protocol to the payload received
from the upper layer protocol and delivers the packet to the data link layer.

The destination host receives the network layer packet from its data link layer, decapsulates
the packet, and delivers the payload to the corresponding upper layer protocol. The routers in
the path are not allowed to change either the source or the destination address. The routers in
the path are not allowed to decapsulate the packets they receive unless they need to be
fragmented.

\
. .
Traffic Source Router -  Receiver

v
.th Sh. A/ £ b ~ S 1
Wil aper \

™ Router > Router ——

Routing

Routing is the process of moving data from one device to another device. These are two other
services offered by the network layer. In a network, there are a number of routes available
from the source to the destination. The network layer specifies some strategies which find out
the best possible route. This process is referred to as routing. There are a number of routing



protocols that are used in this process and they should be run to help the routers coordinate
with each other and help in establishing communication throughout the network.
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Forwarding is simply defined as the action applied by each router when a packet arrives at
one of its interfaces. When a router receives a packet from one of its attached networks, it
needs to forward the packet to another attached network (unicast routing) or to some attached
networks (in the case of multicast routing). Routers are used on the network for forwarding a
packet from the local network to the remote network. So, the process of routing involves
packet forwarding from an entry interface out to an exit interface.
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Network Service Model

The network-service model defines the characteristics of end-to-end transport of data
between one "edge" of the network and the other, that is, between sending and receiving end

systems.


https://www.geeksforgeeks.org/unicast-routing-link-state-routing/

Lets now consider some possible services that the network layer can provide. In the
sending host when the transport layer passes a packet to the network layer specific
services that could be provided by network layer include:

a.This service guarantees that the packet will eventually arrive at tits destination.

b.Offers uniform services various types of sub network . the sub network may be defined
as a set of one or more intermediate nodes which are used for establishing network
connection between end systems and provide routing and relaying of frames thought it.

c.Offers uniform addressing and services to LAN and WAN the network layer defines
network addresses which are being used by transport enmities to access network services.
Each transport entity is a unique network connection end point identifier defined by the
network layer which may be independent of addressing required by underlying layer. The
network entities define network connection and may also include intermediate nodes which
usually provide relaying. The network connection over intermediate subnets is known as

a subnet connection and is usually handled by underlying protocols.

d.Establishes control and maintains a logical connection between the transport layer
entities for exchanging the data across the network. The network connection offers point to
point connection and more than one network connection may be defined between the same
pair of network addresses. The network service data units are transferred transparently
between transport entities over the network connection and generally do not have upper

limit on their size.

e.The transport layer can adapt to different types of sub network (it is independent of the
characteristics of sub network e, g routing strategies considered topologies and type of the

sub network).

f.Offers an acceptable quality of services during the network connection which in turn is
based on parameters such as residual error rate service availability throughput reliability etc.

It also reports any undetectable error to the transport layer.

g.Provides sequencing for NDSU over the network connection when requested by transport

entities.
h.Provides both connection oriented and connectionless services to the users.

In connection oriented services a logical connection is set up between two transport entities
including agreement for the type of service desired parameters cost priorities transfer of data
in both direction with appropriate flow control and finally the termination of the

connection.



On the other hand in connectionless service network layer primitives SEND and RECEIVE
are being used to send and receive the packet across the networks. The users are
responsible for flow control and error control on their hosts.

Virtual Circuits & Datagram Networks

Virtual Circuits are computer networks that offer connection-oriented
services, whereas Datagram networks offer connection-less services. The
Internet that we use is actually built on a Datagram network (connection-
less) at the network level since not all packets that travel from a source to a
destination use the same route.

Virtual Circuits

Connection-oriented switching is another name for virtual circuits. Before
messages are sent, a virtual circuit switching sets a predetermined routing.
This route is referred to as a virtual circuit since it gives the user the
impression that a passionate physical circuit exists. The call request and call
accept packets are used to establish the connection between the sender
and the recipient.

The term "virtual circuit” refers to a logical link between two network nodes,
typically in a communications network. The path consists of many network
parts that are connected by switches

There are three identifiable phases in a

o VC setup. During the setup phase, the sender contacts the network
layer, specifies the receiver address, and waits for the network to set
up the VC. The network layer determines the path between sender
and receiver, that is, the series of links and packet switches through
which all packets of the VC will travel. this typically involves updating
tables in each of the packet switches in the path. During VC setup,
the network layer may also reserve resources (for example,
bandwidth) along the path of the VC.

o Data transfer. Once the VC has been established, data can begin to
flow along the VC.

« Virtual-circuit teardown. This is initiated when the sender (or receiver)
informs the network layer of its desire to terminate the VC. The
network layer will then typically inform the end system on the other



side of the network of the call termination and update the tables in
each of the packet switches on the path to indicate that the VC no
longer exists.

o The messages that the end systems send to the network to indicate
the initiation or termination of a VC, and the messages passed
between the switches to set up the VC (that is, to modify switch
tables) are known as signaling messages and the protocols used to
exchange these messages are often referred to as signaling
protocols.

Datagram Networks

It is a method of switching packets in which every packet, or "datagram,” is
seen as a distinct entity. The switch uses the destination information
contained in each packet to direct it to the intended location. Since no
specific channel is classified for a connection session, there is no need to
reserve resources. As a result, packets have a header with all of the
information about the destination. A packet's header is examined by the
intermediate nodes, which then select an appropriate link to another node
that is closer to the destination.

Datagram networks assign resources according to the First-Come-First-
Serve (FCFS) principle. Regardless of its source or destination, if another
packet is being processed when a packet arrives at a router, it must wait.

Constant bit rate (CBR) network service was the first ATM service model
to be standardized, probably reflecting the fact that telephone companies
were the early prime movers behind ATM, and CBR network service is
ideally suited for carrying real-time, constant-bit-rate audio (for example, a
digitized telephone call) and video traffic. The goal of CBR service is
conceptually simple--to make the network connection look like a dedicated
copper or fiber connection between the sender and receiver.

A second conceptually simple ATM service class is Unspecified bit rate
(UBR) network service. Unlike CBR service, which guarantees rate, delay,
delay jitter, and loss, UBR makes no guarantees at all other than in-order
delivery of cells (that is, cells that are fortunate enough to make it to the
receiver). With the exception of in-order delivery, UBR service is thus
equivalent to the Internet best-effort service model. As with the Internet
best-effort service model, UBR also provides no feedback to the sender
about whether or not a cell is dropped within the network.



If UBR can be thought of as a "best-effort” service, then available bit rate
(ABR) network service might best be characterized as a "better" best-effort
service model. The two most important additional features of ABR service
over UBR service are:

A minimum cell transmission rate (MCR) is guaranteed to a connection
using ABR service. If, however, the network has enough free resources at a
given time, a sender may actually be able to successfully send traffic at
a higher rate than the MCR.

Congestion feedback from the network. We saw in Section 3.6.3 that an
ATM network can provide feedback to the sender (in terms of a congestion
notification bit, or a lower rate at which to send) that controls how the
sender should adjust its rate between the MCR and the peak cell rate (PCR).
ABR senders control their transmission rates based on such feedback.

The final ATM service model is variable bit rate (VBR) network
service. VBR service comes in two flavors (perhaps indicating a service class
with an identity crisis!). In real-time VBR service, the acceptable cell-loss
rate, delay, and delay jitter are specified as in CBR service. However, the
actual source rate is allowed to vary according to parameters specified by
the user to the network. The declared variability in rate may be used by the
network (internally) to more efficiently allocate resources to its connections,
but in terms of the loss, delay, and jitter seen by the sender, the service is
essentially the same as CBR service. While early efforts in defining a VBR
service model were clearly targeted toward real-time services

S. Comparison  Virtual Circuits Datagram

no. Criteria Networks

1. Definition It is connection-oriented, The service
which means that resources isconnection-less.
like buffers, CPU, Since there isn't a

bandwidth, etc,, are path specifically
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Path

Header

Data Flow

Resource
Requirements
& Utilization

reserved for the period of
time that a data transfer
session will use the newly
established VC.

Each server along the path
has resources reserved
when the first packet is
sent. For the duration of the
connection, subsequent
packets will take the same
route as the first one
transmitted.

A global header is needed
because every packet will
take the same route. The
remaining packets often do
not need global headers;
just the first packet of the
connection does.

All packets follow a precise
path, so when they arrive at
their destination, they are
all received in sequence.

By using virtual circuit
switching, all packets are
guaranteed to reach their
destination. No packet will

designated for a
connection session,
no resource
reservations are
required.

Every  packet s
permitted to follow
any accessible path.

Because routing
tables on routers
change

continuously,
intermediary routers
must constantly
calculate routes.

All packets must be
linked to a header
that has the correct
information  about
the source and the
upper layer data
since every packet
has the freedom to
select any path.

The connection-less
attribute allows data
packets to arrive at
their destination in
any sequence, which
raises the possibility
that they will not be
received in the
correct order at the
receiver's end.

That a packet can
only be transmitted
if resources like the
buffer, CPU, and



6. Phases

7. Addressing

8. Reliability

9. Implementati

on and Cost

10. Applications

be discarded because there
are no resources available.

Setup, data transfer, and
teardown are the
threephases of the
transmission process.

The routing and addressing
are chosen during setup.
The VC number is the only
thing each packet contains
as a result.

The
information

aforementioned
leads to the
conclusion  that  Virtual
Circuits are a  very
dependable means of data
transport.

Virtual circuits have the
drawback that every time a
new connection is

established, resources and
additional data must be
allocated at every router
along the line. This can be a
problem if  numerous
customers are attempting
to reserve a router's
resources at the same time.

Specifically  for  phone
conversations, it is utilized
by the ATM (Asynchronous

bandwidth are
available is a key
disadvantage of
datagram packet
switching. If not, the
packet  will be
thrown away.

Any type of

communication
phase does not exist

In Datagram
Networks.
Each datagram

packet contains a
complete list of the
source and
destination
addresses.

Datagram networks
are less reliable than
virtual circuits.

However,
implementing
datagram networks
is usually simple and
inexpensive because
there isn't the
added hassle of
building a dedicated
channelevery time
an application
needs to interact.

It is commonly
employed by the IP
network, which is



Transfer Mode) Network. utilized for data
services such as the
Internet.

Origins of Virtual Circuit and Datagram Networks

The evolution of datagram and virtual circuit networks reflects their origins. The notion of a
virtual circuit as a central organizing principle has its roots in the telephony world, which
uses real circuits. With call setup and per-call state being maintained at the routers within the
network, a VC network is arguably more complex than a datagram network.

This, too, is in keeping with its telephony heritage. Telephone networks, by necessity, had
their complexity within the network, since they were connecting dumb end-system devices
such as rotary telephones. (For those too young to know, a rotary phone is an analog
telephone with no buttons—only a dial.)

The Internet as a datagram network, on the other hand, grew out of the need to connect
computers together. Given more sophisticated end-system devices, the Internet architects
chose to make the network-layer service model as simple as possible. Additional functionality
(for example, in-order delivery, reliable data transfer, congestion control, and DNS name
resolution) is then implemented at a higher layer, in the end systems.

This inverts the model of the telephone network, with some interesting consequences:

 Since the resulting Internet network-layer service model makes minimal (no!) service
guarantees, it imposes minimal requirements on the network layer.



This makes it easier to interconnect networks that use very different link-layer technologies
(for example, satellite, Ethernet, fiber, or radio) that have very different transmission rates
and loss characteristics.

* Applications such as e-mail, the Web, and even some network infrastructure services such
as the DNS are implemented in hosts (servers) at the network edge.

The ability to add a new service simply by attaching a host to the network and defining a new
application-layer protocol (such as HTTP) has allowed new Internet applications such as the
Web to be deployed in a remarkably short period of time.

Network devices, also known as networking hardware, are physical devices that allow
hardware on a computer network to communicate and interact with one another. For
example Repeater, Hub, Bridge, Switch, Routers, Gateway, and NIC, etc.

What is Router?

A Router is anetworking device that forwards data packets between computer
networks. One or more packet-switched networks or sub networks can be connected using
a router. By sending data packets to their intended IP addresses, it manages traffic between
different networks and permits several devices to share an Internet connection.
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Router

How Does Router Work?

A router determines a packet’s future path by examining the destination IP address of the
header and comparing it to the routing database. The list of routing tables outlines how to
send the data to a specific network location. They use a set of rules to determine the most
effective way to transmit the data to the specified IP address.

To enable communication between other devices and the internet, routers utilize a modem,
such as a cable, fiber, or DSL modem. Most routers include many ports that can connect a
variety of devices to the internet simultaneously. In order to decide where to deliver data
and where traffic is coming from, it needs routing tables.

A routing table primarily specifies the router’s default path. As a result, it might not
determine the optimum path to forward the data for a particular packet. For instance, the
office router directs all networks to its internet service provider through a single default
channel.

Static and dynamic tables come in two varieties in the router. The dynamic routing tables
are automatically updated by dynamic routers based on network activity, whereas the static
routing tables are configured manually.
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Types of Router

There are several types of routers available in the market. Some of them are mentioned

below:

1. Broadband Routers: These are one of the important kinds of routers. It is used to do
different types of things. it is used to connect computers or it is also used to connect to
the internet.

2. Wireless routers: These routers are used to create a wireless signal in your office or
home. Wireless routers receive data packets over wired broadband, convert the packets
written in binary code into radio signals that are picked up by electronic devices, and
then convert them back into previous packets.

3. Edge Routers: As the name indicates, these are located at the edges usually connected
to an Internet Service Provider, and distribute packets across multiple packets.

4. Core Routers: Core routers distribute packets within the same network. The main task
is to carry heavy data transfers.

Functions of Router

The router performs two major functions:
1. Forwarding: The router receives the packets from its input ports, checks its header,
performs some basic functions like checking checksum, and then looks up to the
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routing table to find the appropriate output port to dump the packets onto, and
forwards the packets onto that output port.

Routing: Routing is the process by which the router ascertains what is the best path
for the packet to reach the destination, It maintains a routing table that is made using
different algorithms by the router only.

Network Address Translation (NAT): Routers use NAT to translate between different
IP address ranges. This allows devices on a private network to access the internet
using a single public IP address.

Security: Routers can be configured with firewalls and other security features to
protect the network from unauthorized access, malware, and other threats.

Quality of Service (Qo0S): Routers can prioritize network traffic based on the type of
data being transmitted. This ensures that critical applications and services receive
adequate bandwidth and are not affected by lower-priority traffic.

Virtual Private Network (VPN) connectivity: Routers can be configured to allow
remote users to connect securely to the network using a VPN.

Bandwidth management: Routers can be used to manage network bandwidth by
controlling the amount of data that is allowed to flow through the network. This can
prevent network congestion and ensure that critical applications and services receive
adequate bandwidth.

Monitoring and diagnostics: Routers can be configured to monitor network traffic
and provide diagnostics information in the event of network failures or other issues.
This allows network administrators to quickly identify and resolve problems.

Architecture of Router

A generic router consists of the following components:

1.

routing processor

switching
fabric

Input port Output port

The architecture of a Router

Input Port: This is the interface by which packets are admitted into the router, it
performs several key functions as terminating the physical link at the router, this is
done by the leftmost part in the below diagram, and the middle part does the work of
interoperating with the link-layer like decapsulation, in the last part of the input port
the forwarding table is looked up and is used to determine the appropriate output port
based on the destination address.

Switching Fabric: This is the heart of the Router, It connects the input ports with the
output ports. It is kind of a network inside a networking device. The switching fabric
can be implemented in several ways some of the prominent ones are:
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o Switching via memory: In this, we have a processor which copies the packet from
input ports and sends it to the appropriate output port. It works as a traditional
CPU with input and output ports acting as input and output devices.

o Switching via bus: In this implementation, we have a bus that connects all the
input ports to all the output ports. On receiving a packet and determining which
output port it must be delivered to, the input port puts a particular token on the
packet and transfers it to the bus. All output ports can see the packets but they will
be delivered to the output port whose token has been put in, the token is then
scraped off by that output port and the packet is forwarded

e Switching via interconnection network: This is a more sophisticated network,
here instead of a single bus we use a 2N bus to connect n input ports to n output
ports.

3. Output Port: This is the segment from which packets are transmitted out of the router.
The output port looks at its queuing buffers (when more than one packets have to be
transmitted through the same output port queuing buffers are formed) and takes
packets, does link layer functions, and finally transmits the packets to an outgoing
link.

4. Routing Processor: It executes the routing protocols, and it works like a traditional
CPU. It employs various routing algorithms like the link-state algorithm, distance-
vector algorithm, etc. to prepare the forwarding table, which is looked up to determine
the route and the output port.

Advantages of Router

1. Easier Connection: Sharing a single network connection among numerous machines
is the router’s main job. This enables numerous people to connect to the internet,
boosting total productivity. In addition, routers have connections between various
media and network designs.

2. Security: Undoubtedly, installing a router is the first step in securing a network
connection. Because using a modem to connect directly to the internet exposes your
computer to several security risks. So that the environment is somewhat secure, routers
can be utilized as an intermediary between two networks. While not a firewall or
antivirus replacement.

3. NAT Usage: Routers use Network Address Translation (NAT) to map multiple private
IP addresses into one public IP address. This allows for a better Internet connection
and information flow between all devices connected to the network.

4. Supports Dynamic Routing: The router employs dynamic routing strategies to aid in
network communication. The internet work’s optimum path is chosen through dynamic
routing. Additionally, it creates collision and broadcast domains. Overall, this can
lessen network traffic.

5. Filtering of Packets: Switching between packets and filtering packets are two more
router services. A collection of filtering rules are used by routers to filter the network.
The packets are either allowed or passed through.

Disadvantages of Router

1. Slower: Routers analyze multiple layers of information, from the physical layer to
the network layer, which slows down connections. The same issue can also be
encountered when multiple devices are connected to these network devices, causing
“connection waiting”.

2. High Cost: They are more expensive than some other tools for systems
administration. This includes security, extension, and the focal point. As a result,
routers are typically not the greatest option for issues.
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3. Need for configuration: The router must be properly configured to work properly. In
general, the more complex the intended use, the more configuration is required. This
requires professional installation, which can add to the cost of buying a router.

4. Quality Issues: The time transitions are not always accurate. Even yet, some modern
devices use the 2.4GHz band, which is frequently deactivated. These kinds of
separations are frequently possible for those who live in apartments and
condominiums.

5. Bandwidth shortages: Dynamic routing techniques used by routers to support
connections tend to cause network overhead, consuming a lot of bandwidth. This leads
to a bandwidth shortage that significantly slows down the internet connection between
connected devices.

Types of networking planes

Both traditional and cloud-based networks are based on the following three dimensions of

network planes:

1. The control plane decides all the functions and processes that determine which path
data must take by using routing protocols.

2. The data plane controls all the functions and processes that determine how to forward
packets from one interface to another.

3. The management plane controls all the functions related to the control and monitoring

of devices.

1. Control Plane :

In Routing control plane refers to the all functions and processes that determine which
path to use to send the packet or frame. Control plane is responsible for populating the
routing table, drawing network topology, forwarding table and hence enabling the data
plane functions. Means here the router makes its decision. In a single line it can be said

that it is responsible for How packets should be forwarded.

2. Data Plane :

In Routing data plane refers to all the functions and processes that forward packets/frames

from one interface to another based on control plane logic. Routing table, forwarding table
and the routing logic constitute the data plane function. Data plane packet goes through the
router and incoming and outgoing of frames are done based on control plane logic. Means

in single line it can be said that it is responsible for moving packets from source to

destination. It is also called as Forwarding plane.

3. Management Plane:
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The management plane is responsible for managing and monitoring the network’s

operations. In this plane, we can configure devices, monitor the device’s performance, and

ensure that the network operates efficiently. Moreover, the management plane is

responsible for other tasks such as software updates, security, and monitoring.

S.No.

01.

02.

03.

04.

05.

06.

07.

08.

09.

10.

CONTROL PLANE

Control plane refers to the all functions and processes that
determine which path to use to send the packet or frame.

It is responsible for building and maintaining the IP routing table.

Control plane responsible about how packets should be

forwarded.

Control plane performs its task independently.

In general we can say in control plane it is learned what and how

it can be done.

Control plane packets are processed by router to update the
routing table.

It includes Spanning_ Tree Protocol (STFP),

Address Resolution Protocol (ARP),

Routing Information Protacol (RIP), Dynamic Host Configuration
Protocol (DHCP) etc.

Control plane packets are locally originated by the router itself.

Control plane acts as a decision maker in data forwarding.

Routing is performed in the control plane.

DATA PLANE

Data plane refers to all the functions and processes that forward

packets/frames from one interface to another based on control plane logic.

It is responsible for forwarding actual IP packet.

Data plane responsible for moving packets from source to destination.

Data plane performs its task depending on Control plane.

In general we can say in data plane the actual task is performed based on

what is learned.

The forwarding plane/data plane forwards the packets based on the built

logic of control plane.

It includes decrementing Time To Live (TTL), recomputing

IP header checksuim ete.

Data plane packets go through the router.

Data plane acts as a decision implementer in data forwarding.

Switching is performed in the data plane.



1Pv4:

e The Internet Protocol version 4 (IPv4) is a delivery mechanism used by the TCP/IP
protocols. IPv4 is an unreliable and connectionless datagram protocol- which operates
on a best effort delivery model. The term best-effort means that IPv4 provides no
error control or flow control.

e IPv4 uses 32-bit (4 bytes) addressing, which gives 232 addresses.

e |Pv4 addresses are written in the dot-decimal notation, which comprises of four octets
of the address expressed individually in decimal and separated by periods, for
instance, 192.168.1.5.

IPv4 Datagram Header

IPv4 is a connectionless protocol for a packet- switching network that uses the datagram
approach. This means that each datagram is handled independently, and each datagram can
follow a different route to the destination.

32 bits
l
|
Version II-Ieader Type of service Datagram length (bytes)
ength
16-bit Identifier Flags 13-bit Fragmentation offset
Time-to-live HrEr Header checksum

protocol

32-bit Source IP address
32-bit Destination IP address
Options (if any)

Data

e \ersion (VER): This 4-bit field defines the version of the IPv4 protocol. Currently,
the version is 4. However, version 6 (or IPng) may totally replace version 4 in the
future.

e Header length (HLEN): This 4-bit field defines the total length of the datagram
header in 4-byte words. This field is needed because the length of the header is
variable (between 20 and 60 bytes).

e Services: IETF has changed the interpretation and name of this 8-bit field. This field,
previously called service type, is now called differentiated services.



o Type of service: Low Delay, High Throughput, Reliability (8 bits)

o Total Length: Length of header + Data (16 bits), which has a minimum value 20
bytes and the maximum is 65,535 bytes

« Identification: Unique Packet Id for identifying the group of fragments of a single IP
datagram (16 bits)

o Flags: 3 flags of 1 bit each: reserved bit (must be zero), do not fragment flag, more
fragments flag (same order)

o Fragment Offset: Specified in terms of number of 8 bytes, which has the maximum
value of 65,528 bytes

e Time to live: Datagram’s lifetime (8 bits), It prevents the datagram to loop in the
network

« Protocol: Name of the protocol to which the data is to be passed (8 bits)

o Header Checksum: 16 bits header checksum for checking errors in the datagram
header

e Source IP address: 32 bits IP address of the sender

o Destination IP address: 32 bits IP address of the receiver

e Option: Optional information such as source route. Due to the presence of options,
the size of the datagram header can be of variable length (20 bytes to 60 bytes).

IPv6 Header

The wonder of IPv6 lies in its header. An IPv6 address is 4 times larger than IPv4, but
surprisingly, the header of an IPv6 address is only 2 times larger than that of IPv4. IPv6
headers have one Fixed Header and zero or more Optional (Extension) Headers. All the
necessary information that is essential for a router is kept in the Fixed Header. The Extension
Header contains optional information that helps routers to understand how to handle a
packet/flow.

Fixed Header



4 Priority/
Version | Traffic Class Flow Label
4-bits B-bits 20-bits
Payload Length 16w Next Header Hop Limit
‘< B-bits B-bits

Fixed Header

Source Address ;o4

Destination Address ,,; ...

Extension headers 1

IPv6 fixed header is 40 bytes long and contains the following information.

S.N. Field & Description

1
2

Version (4-bits): It represents the version of Internet Protocol.

Traffic Class (8-bits): These 8 bits are divided into two parts. The most significant 6
bits are used for Type of Service to let the Router Known what services should be
provided to this packet. The least significant 2 bits are used for Explicit Congestion
Notification (ECN). Priority assignment of Congestion controlled traffic :

Priority Meaning

Mo Specific traffic
Background data
Unattended data traffic
Reserved

Attended bulk data traffic
Reserved

Interactive traffic

R [ = T ) ) TR L ) e

Control traffic

Flow Label (20-bits): This label is used to maintain the sequential flow of the packets
belonging to a communication. The source labels the sequence to help the router
identify that a particular packet belongs to a specific flow of information. This field
helps avoid re-ordering of data packets. It is designed for streaming/real-time media.

Payload Length (16-bits): This field is used to tell the routers how much information
a particular packet contains in its payload. Payload is composed of Extension Headers
and Upper Layer data. With 16 bits, up to 65535 bytes can be indicated; but if the
Extension Headers contain Hop-by-Hop Extension Header, then the payload may
exceed 65535 bytes and this field is set to 0.

Next Header (8-bits): This field is used to indicate either the type of Extension
Header, or if the Extension Header is not present then it indicates the Upper Layer
PDU. The values for the type of Upper Layer PDU are same as IPv4’s.



Hop Limit (8-bits): This field is used to stop packet to loop in the network infinitely.
6 This is same as TTL in IPv4. The value of Hop Limit field is decremented by 1 as it
passes a link (router/hop). When the field reaches 0 the packet is discarded.

7 Source Address (128-bits): This field indicates the address of originator of the packet.

Destination Address (128-bits): This field provides the address of intended recipient

of the packet.

Extension Headers: In order to rectify the limitations of the IPv4 Option Field, Extension
Headers are introduced in IP version 6. The extension header mechanism is a very important
part of the IPv6 architecture. The next Header field of IPv6 fixed header points to the first
Extension Header and this first extension header points to the second extension header and so

on.

P v6 Header Extension Header 1

Extension Header 2

Extension Header n

MNext Header

Upper Layer Data

-/

IPv6 packet may contain zero, one or more extension headers but these should be
present in their recommended order:

Order Header Type Next Header Code | 4 v
E - TCP in iPvE £
1 Basic IPv6 Header - rample. TRFEusegin Ve packe
2 Hop-by-Hop Options 0
. Destination Options (with - TCP header TCP data
Routing Options) Mext Header= 6
4 Routing Header 43
& Fragment Header 44
i} Authentication Header A1
7 Encapsulation Security 50
Payload Header ExampleZ:
8 Destination Options 60
g Mobility Header 135 Routing TCP header TCP data
MNext Extension
. Mo next header 59 Header= 43 Header
pper
Layer b E Mext Header=6
Sebl) UDP 17
Layer
oLl ICMPVE 58
Layer

Rule: Hop-by-Hop options header(if present) should always be placed after the IPv6

base header.

Ext. Header

Description

Hop-by-Hop Options

Examined by all devices on the path

Destination Options (with routing options)

Examined by destination of the packet

Routing Header

Methods to take routing decision

Fragment Header

Contains parameters of fragmented datagram done by source

Authentication Header

verify authenticity

Encapsulating Security Payload

Carries Encrypted data




Internet Control Message Protocol (ICMP)

Internet Control Message Protocol (ICMP) is a network layer protocol used to diagnose
communication errors by performing an error control mechanism. Since IP does not have an
inbuilt mechanism for sending error and control messages. It depends on Internet Control
Message Protocol(ICMP) to provide error control.

ICMP is used for reporting errors and management queries. It is a supporting protocol and is
used by network devices like routers for sending error messages and operations information.
For example, the requested service is not available or a host or router could not be reached.

Messages
The ICMP messages are usually divided into two categories:

ICMP messages

Category Type Message
3 Destination unreachable
5::;32:“‘“9 4 Source quench
11 Time exceeded
12 Parameter problem
5 Redirection
Query 8or0 Echo request or reply
messages 13o0r14 Timestamp request or reply

o Error-reporting messages

The error-reporting message means that the router encounters a problem when it processes an
IP packet then it reports a message.

o Query messages

The query messages are those messages that help the host to get the specific information of
another host. For example, suppose there are a client and a server, and the client wants to
know whether the server is live or not, then it sends the ICMP message to the server.

ICMP Packet Format
ICMP header comes after IPv4 and IPv6 packet header.

Type(8 bit) Code(8 bit) CheckSum(16 bit)

Extended Header(32 bit)

Data/Payload(Variable Length)
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ICMPv4 Packet Format
In the ICMP packet format, the first 32 bits of the packet contain three fields:

o Type: It is an 8-bit field. It defines the ICMP message type. The values range from 0
to 127 are defined for ICMPV6, and the values from 128 to 255 are the informational
messages.

o Code: It is an 8-bit field that defines the subtype of the ICMP message

o Checksum: It is a 16-bit field to detect whether the error exists in the message or not.

Types of Error Reporting messages
The error reporting messages are broadly classified into the following categories:

Error
reporting

kA J Y k4 Y i

Time ]

Parameter
problems

Source
quench

Destination

unreachable Redirection

exceeded

Destination Un-reachable
The destination is unreachable and is generated by the host or its inbound gateway to inform
the client that the destination is unreachable for some reason.

There is no necessary condition that only the router gives the ICMP error message time the
destination host sends an ICMP error message when any type of failure (link failure,
hardware failure, port failure, etc) happens in the network.

Link failure Hardware failure Port failure

coep | 1 |

Source Quench Message

A source quench message is a request to decrease the traffic rate for messages sent to the host
destination) or we can say when receiving host detects that the rate of sending packets (traffic
rate) to it is too fast it sends the source quench message to the source to slow the pace down
so that no packet can be lost.



Discarded

Congested

[
I | -

0— 0 """ ==9

ICMP informs to
«——— source that 2 is
congested so
packet is discarded

ICMP will take the source IP from the discarded packet and inform the source by sending a
source quench message. The source will reduce the speed of transmission so that router will
be free from congestion.

Time Exceeded Message

When some fragments are lost in a network then the holding fragment by the router will be
dropped then ICMP will take the source IP from the discarded packet and informs the source,
of discarded datagram due to the time to live field reaching zero, by sending the time
exceeded message.

TIL-1 Router 1 Router 2

== > | 7l f 7 =
HostA ——— HostB
ICMP Time

Exceeded

TTL-2 Router 1 TTL-1 Router 2

7l I Al
— —_—

ICMP Time Exceeded

TTL-3 Router 1 TTL-2 Router 2 TTL-1
£ 3 f r

—

—

ICMP Echo Reply

Parameter Problem

Whenever packets come to the router then the calculated header checksum should be equal to
the received header checksum then only the packet is accepted by the router.

If there is a mismatch packet will be dropped by the router.

ICMP will take the source IP from the discarded packet and inform the source by sending a
parameter problem message.

Noise modified IP header
(check the checksum)

e

= = e o

o omm:l i s :,Eo

Redirection Message

Redirect requests data packets are sent on an alternate route. The message informs a host to
update its routing information (to send packets on an alternate route).

Whenever a packet is forwarded in the wrong direction later it is re-directed in a current
direction then ICMP will send a re-directed message.



ICMP Query Messages

The ICMP Query message is used for error handling or debugging the internet. This message
is commonly used to ping a message.

Echo-request and echo-reply message

A router or a host can send an echo-request message. It is used to ping a message to another
host that "Are you alive". If the other host is alive, then it sends the echo-reply message. An
echo-reply message is sent by the router or the host that receives an echo-request message.

The message format of echo-request and echo-reply message

Type 8: Echo request
Type 0: Echo reply

Type:8or0 Code: 0 Checksum
Identifier Sequence number
Optional data
Sent by the request message; repeated by the reply message

Timestamp-request and timestamp-reply message

The timestamp-request and timestamp-reply messages are also a type of query messages.
Suppose the computer A wants to know the time on computer B, so it sends the timestamp-
request message to computer B. The computer B responds with a timestamp-reply message.

Message format of timestamp-request and timestamp-reply

Type 13: request
Type 14: reply

Type: 13 or 14 Code: 0 Checksum
Identifier Sequence number

Original timestamp

Receive timestamp

Transmit timestamp
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Difference between IPv4 and IPv6

IPv4

IPv4 has a 32-bit address length

It Supports Manual and DHCP
address configuration

In IPv4 end to end, connection
integrity is Unachievable

It can generate 4.29x109 address
space

The Security feature is dependent
on the application

Address representation of IPv4 is in
decimal

Fragmentation performed by Sender
and forwarding routers

In IPv4 Packet flow identification is
not available

In IPv4 checksum field is available

It has a broadcast
Transmission Scheme

Message

In IPv4 Encryption and
Authentication facility not provided

1Pv6

IPv6 has a 128-bit address length

It supports Auto and renumbering address

configuration

In IPv6 end-to-end, connection

Achievable

integrity is

The address space of IPv6 is quite large it can
produce 3.4x1038 address space

IPSEC is an inbuilt security feature in the IPv6
protocol

Address Representation of IPv6 is in hexadecimal

In IPv6 fragmentation is performed only by the
sender

In IPv6 packet flow identification are Available and
uses the flow label field in the header

In IPv6 checksum field is not available

In IPv6 multicast and anycast message transmission
scheme is available

In IPv6 Encryption and Authentication are
provided



IPv4

IPv4 has a header of 20-60 bytes.

IPv4 can be converted to IPv6

IPv4 consists of 4 fields which are
separated by addresses dot (.)

IPv4’s 1P addresses are divided into
five different classes. Class A
Class B, Class C, Class D, Class E.

IPv4  supports VLSM (Variable
Length subnet mask).

Example of IPv4: 66.94.29.13

1Pv6

IPv6 has a header of 40 bytes fixed

Not all IPv6 can be converted to IPv4

IPv6 consists of 8 fields, which are separated by a
colon (3)

IPv6 does not have any classes of the IP address.

IPv6 does not support VLSM.

Example of IPv6:
2001:0000:3238:DFE1:0063:0000:0000: FEFB



Introduction to Transport Layer

The transport Layer is the second layer in the TCP/IP model and the fourth layer in the OSI
model. It is an end-to-end layer used to deliver messages to a host. It is termed an end-to-end
layer because it provides a point-to-point connection rather than hop-to-hop, between the
source host and destination host to deliver the services reliably.

The transport layer takes services from the Application layer and provides services to the
Network layer

Services Provided by the Transport Layer

The Transport Layer offers a range of services to ensure seamless communication and data
exchange between applications.

e End-to-end delivery: Ensures data reaches its intended destination accurately and
efficiently.

o Reliable Delivery: TCP's reliable delivery ensures that data is received at the destination
without errors and in the correct order.

e Error Control: TCP performs error-checking during data transmission and uses
checksums to detect any errors. If mistakes are detected, TCP requests the
retransmission of the affected data segments.

e Sequence Control: TCP numbers each segment during transmission, enabling the
receiving end to reassemble the data in the correct order. This ensures that data is
presented to the application in the same sequence it was sent.

e Flow Control: TCP employs flow control mechanisms to manage data flow between the
sender and receiver. This prevents overwhelming the recipient with too much data,
ensuring the receiver can handle the data at its own pace.

e Congestion Control: TCP also manages network congestion to prevent data loss and
ensure optimal network performance. It dynamically adjusts the transmission rate
based on network conditions.

o Multiplexing: The Transport Layer can support multiple applications on a single device,
ensuring that data from different applications is correctly directed to the appropriate
destination.

¢ Addressing: Provides logical addressing through port numbers to establish
communication channels between applications.
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e Loss control: Manages data loss during transmission and requests a retransmission if

necessary.

e Duplication control: Avoids duplication of data packets to prevent unnecessary

overhead.

Relation between Transport and Network Layer

The transport and network layers work hand in hand to ensure smooth data delivery. The

transport layer utilizes the services of the network layer to route packets to their destination

based on logical addressing.

Aspect

Transport Layer

Network Layer

Logical addressing and routing of

End-to-end delivery of data

Primary Function Y packets
packets

Layer Location in Third layer
Fourth layer

OSI Model

Protocol IP, ICMP
TCP, UDP

Examples

Services Provided

Reliable delivery, error control,
flow control

Logical addressing, routing,
packet forwarding




o Ensures data delivery between Manages data transmission
Responsibility L
applications between networks

Transport Layer in the Internet

The transport layer is the fourth layer in the OSI model. Its primary responsibility is to directly
provide logical communication between application processes running on various hosts. This
allows the application processes to transmit messages to one another even when they are not
physically connected.

The network routers do not implement the transport layer protocols, but the end systems do. A
computer network gives network applications access to several protocols. The transport layer
protocols, TCP and UDP, offer a unique set of services to the network layer.

Transport Layer in OSI Model

This layer bridges the upper layers (application layer, presentation layer, and session layer) and
the lower layers (network layer and data link layer). Its primary function is to provide a reliable
and orderly data delivery mechanism, irrespective of the underlying network structure.

Transport Layer Protocols

The Transport Layer is responsible for segmenting and reassembling data received from the
upper layers into manageable chunks called "segments" before transmitting them to the
network layer for further routing and delivery. Two prominent transport layer protocols are:

e Transmission Control Protocol (TCP): TCP is a connection-oriented protocol that
ensures reliable and error-free data transmission. It establishes a virtual circuit between
the sender and receiver before data exchange, providing sequencing, flow control, and
acknowledgement mechanisms. TCP guarantees that data packets reach their
destination in the correct order and requests the retransmission of any lost or corrupted
packets.

o User Datagram Protocol (UDP): UDP is a connectionless protocol that offers minimal
overhead. It does not establish a dedicated connection before data transmission and
lacks the reliability features of TCP. While UDP is faster, it does not guarantee delivery



or packet sequencing. It is often used for applications where real-time and low-latency
communication is crucial, such as video streaming and online gaming.

Multiplexing and Demultiplexing in Transport Layer

Multiplexing and Demultiplexing services are provided in almost every protocol architecture
ever designed. UDP and TCP perform the demultiplexing and multiplexing jobs by including two
special fields in the segment headers: the source port number field and the destination port
number field.

Multiplexing —
Gathering data from multiple application processes of the sender, enveloping that data with a
header, and sending them as a whole to the intended receiver is called multiplexing.

Demultiplexing -
Delivering received segments at the receiver side to the correct app layer processes is called
demultiplexing.

Muitiplexing / Demultiplexing

Source Destination

Yahoo Outlook Yahoo Outlook

Gmail ‘ Data Segements ‘ Gmail ‘
of each app

Multiplexing Demultiplexing
Yahoo ‘ Gmail ‘ Outlook ‘ Gmail ‘ ‘ Yahoo

Multiplexing and demultiplexing are the services facilitated by the transport layer of the OSI
model.
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There are two types of multiplexing and Demultiplexing:

1. Connectionless Multiplexing and Demultiplexing

2. Connection-Oriented Multiplexing and Demultiplexing

How Multiplexing and Demultiplexing is done For sending data from an application on the
sender side to an application at the destination side, the sender must know the IP address of
the destination and port number of the application (at the destination side) to which he wants

to transfer the data. Block diagram is shown below :

Sender ( X)) Receiver (Y)
Source IP : X SourcelP:Y
DestinationIP : Y EEE— Destination IP : X
Source Port No. : 40 Source Port No. : 56
Destination Port No. : 73 ) Destination Port No. : 23 [——

Let us consider two messaging apps that are widely used nowadays viz. Hike and WhatsApp.
Suppose A is the sender and B is the receiver. Both sender and receiver have these applications

installed in their system (say smartphone). Suppose A wants to send messages to B in



WhatsApp and hike both. In order to do so, A must mention the IP address of B and destination
port number of the WhatsApp while sending the message through the WhatsApp application.
Similarly, for the latter case, A must mention the IP address of B and the destination port

number of the hike while sending the message.

Now the messages from both the apps will be wrapped up along with appropriate headers(viz.
source IP address, destination IP address, source port no, destination port number) and sent as
a single message to the receiver. This process is called multiplexing. At the destination, the
received message is unwrapped and constituent messages (viz messages from a hike and
WhatsApp application) are sent to the appropriate application by looking to the destination the

port number. This process is called demultiplexing. Similarly, B can also transfer the messages

to A.
A's SmartPhone [ Sender ] B's SmartPhone [ Receiver]
Whatsapp Hike

Whatsapp Hike (Port No. 50) (Port No. 60)

(Port No. 30) (Port No. 40)

Source IP: A Source IP: A
Message 1 Message 2

Destination IP : B Destination IP : B
Source Port No. : 30 Source Port No. : 40
D ing
Destination Port No. : 50 Destination Port No. : 60
Message 1 Message 2

Multiplexed
Message

| Message 1 | | Message 2 |




User Datagram Protocol (UDP) is a Transport Layer protocol. UDP is a part of the Internet
Protocol suite, referred to as UDP/IP suite. Unlike TCP, it is an unreliable and connectionless
protocol. So, there is no need to establish a connection prior to data transfer. The UDP helps to
establish low-latency and loss-tolerating connections establish over the network.The UDP
enables process to process communication.

Though Transmission Control Protocol (TCP) is the dominant transport layer protocol used with
most of the Internet services; provides assured delivery, reliability, and much more but all these
services cost us additional overhead and latency. Here, UDP comes into the picture. For real-
time services like computer gaming, voice or video communication, live conferences; we need
UDP. Since high performance is needed, UDP permits packets to be dropped instead of
processing delayed packets. There is no error checking in UDP, so it also saves bandwidth.
User Datagram Protocol (UDP) is more efficient in terms of both latency and bandwidth.

UDP Header —

UDP header is an 8-bytes fixed and simple header, while for TCP it may vary from 20 bytes to 60
bytes. The first 8 Bytes contains all necessary header information and the remaining part
consist of data. UDP port number fields are each 16 bits long, therefore the range for port
numbers is defined from 0 to 65535; port number O is reserved. Port numbers help to
distinguish different user requests or processes.

8 Bytes
UDP Header UDP Data
Source port Destination port
16 bits 16 bits
Length Checksum
16 bits 16 bits

1. Source Port: Source Port is a 2 Byte long field used to identify the port number of the
source.

2. Destination Port: It is a 2 Byte long field, used to identify the port of the destined packet.

Length: Length is the length of UDP including the header and the data. It is a 16-bits field.

4. Checksum: Checksum is 2 Bytes long field. It is the 16-bit one’s complement of the one’s
complement sum of the UDP header, the pseudo-header of information from the IP header,
and the data, padded with zero octets at the end (if necessary) to make a multiple of two
octets.

w



Notes — Unlike TCP, the Checksum calculation is not mandatory in UDP. No Error control or flow
control is provided by UDP. Hence UDP depends on IP and ICMP for error reporting. Also UDP
provides port numbers so that is can differentiate between users requests.

Applications of UDP:

e Used for simple request-response communication when the size of data is less and hence
there is lesser concern about flow and error control.

e Itis asuitable protocol for multicasting as UDP supports packet switching.

e UDP is used for some routing update protocols like RIP(Routing Information Protocol).

e Normally used for real-time applications which can not tolerate uneven delays between
sections of a received message.

e UDP is widely used in online gaming, where low latency and high-speed communication is
essential for a good gaming experience. Game servers often send small, frequent packets of
data to clients, and UDP is well suited for this type of communication as it is fast and
lightweight.

Advantages of UDP:
1. Speed: UDP is faster than TCP because it does not have the overhead of establishing a
connection and ensuring reliable data delivery.

2. Lower latency: Since there is no connection establishment, there is lower latency and faster
response time.

3. Simplicity: UDP has a simpler protocol design than TCP, making it easier to implement and
manage.

Disadvantages of UDP:
1. No reliability: UDP does not guarantee delivery of packets or order of delivery, which can
lead to missing or duplicate data.

2. No congestion control: UDP does not have congestion control, which means that it can send
packets at a rate that can cause network congestion.

3. No flow control: UDP does not have flow control, which means that it can overwhelm the
receiver with packets that it cannot handle.

UDP PSEUDO HEADER:

o the purpose of using a pseudo-header is to verify that the UDP packet has reached its
correct destination

o the correct destination consist of a specific machine and a specific protocol port number
within that machine



UDP pseudo header details:

¢ The UDP header itself specifies only protocol port number. Thus , to verify the destination
UDP on the sending machine computes a checksum that covers the destination IP address
as well as the UDP packet.

e At the ultimate destination, UDP software verifies the checksum using the destination IP
address obtained from the header of the IP packet that carried the UDP message.

o If the checksum agrees, then it must be true that the packet has reached the intended
destination host as well as the correct protocol port within that host.

Principles of Reliable Data Transfer

In this section, we consider the problem of reliable data transfer in a general context. This is
appropriate since the problem of implementing reliable data transfer occurs not only at the
transport layer, but also at the link layer and the application layer as well.

[

e
o0
O 5 sending
% = process
o
= (Yreliable channel xdt_send() y[Gata] deliver data()
8_ 5 reliable data reliable data
S = fransfer protocol fransfer protocol
% O (sending side) (receiving side)
£ udt_send ()] rdt_rev()
L{ Eunrelioble Chonnel’J
(Q) provided service (b) service implementation

It is the responsibility of areliable data transfer protocol toimplement this service
abstraction. This task is made difficult by the fact that layer below the reliable data transfer
protocol may be unreliable. For example, TCP is a reliable data transfer protocol that is
implemented on top of an unreliable (IP) end-end network layer. More generally, the layer
beneath the two reliably-communicating endpoints might consist of a single physical link (e.g.,
as in the case of a link-level data transfer protocol) or a global internetwork (e.g., as in the case



of a transport-level protocol). For our purposes, however, we can view this lower layer simply
as an unreliable point-to-point channel.

It will be passed the data to be delivered to the upper-layer at the receiving side.
(Here rdt stands for “‘reliable data transfer" protocol and _send indicates that the sending side
of rdt is being called. The first step in developing any protocol is to choose a good name!) On
the receiving side, rdt_rcv() will be called when a packet arrives from the receiving side of the
channel. When the rdt protocol wants to deliver data to the upper-layer, it will do so by
calling deliver_data(). In the following we use the terminology "packet" rather than "segment"
for the protocol data unit.. Because the theory developed in this section applies to computer
networks in general, and not just to the Internet transport layer, the generic term "packet" is
perhaps more appropriate here.

Building a Reliable Data Transfer Protocol
Reliable Data Transfer over a Perfectly Reliable Channel: rdt1.0

We first consider the simplest case in which the underlying channel is completely reliable. The
protocol itself, which we will call rdt1.0, is trivial. The finite state machine (FSM) definitions for
the rdt1.0 sender and receiver are shown in Figure 3.4-2. The sender and receiver FSMs in
Figure 3.4-2 each have just one state. The arrows in the FSM description indicate the transition
of the protocol from one state to another. (Since each FSM in Figure 3.4-2 has just one state, a
transition is necessarily from the one state back to itself; we'll see more complicated state
diagrams shortly.). The event causing the transition is shown above the horizontal line labeling
the transition, and the action(s) taken when the event occurs are shown below the horizontal
line.

The sending side of rdt simply accepts data from the upper-layer via the rdt_send(data)event,
puts the data into a packet (via the action make_pkt(packet,data)) and sends the packet into
the channel. In practice, the rdt_send(data)event would result from a procedure call (e.g.,
to rdt_send()) by the upper layer application.

On the receiving side, rdtreceives a packet from the underlying channel via
the rdt_rcv(packet) event, removes the data from the packet (via the
action extract(packet,data)) and passes the data up to the upper-layer. In practice,
the rdt_rcv(packet)event would result from a procedure call (e.g., to rdt_rcv()) from the lower
layer protocol.

In this simple protocol, there is no difference between a unit of data and a packet. Also, all
packet flow is from the sender to receiver - with a perfectly reliable channel there is no need
for the receiver side to provide any feedback to the sender since nothing can go wrong!
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extract(packet,data)
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(a) rdt1.0: sending side (b) rdt1.0: receiving side

rdt1.0 - a protocol for a completely reliable channel

Pipelined Reliable Data Transfer Protocols

Protocol rdt3.0 is a functionally correct protocol, but it is unlikely that anyone would be happy
with its performance, particularly in today's high speed networks. At the heart of rdt3.0's
performance problem is the fact that it is a stop-and-wait protocol.

To appreciate the performance impact of this stop-and-wait behavior, consider an idealized
case of two end hosts, one located on the west coast of the United States and the other located
on the east cost. The speed-of-light propagation delay, Tprop, between these two end systems is
approximately 15 milliseconds. Suppose that they are connected by a channel with a
capacity, C, of 1 Gigabit (10**9 bits) per second. With a packet size, SP, of 1K bytes per packet
including both header fields and data, the time needed to actually transmit the packet into the
1Gbps link is

Ttrans = SP/C = (8 Kbits/packet)/ (10**9 bits/sec) = 8 microseconds

With our stop and wait protocol, if the sender begins sending the packet at t =0, then att=8
microsecs the last bit enters the channel at the sender side. The packet then makes its 15 msec
cross country journey, as depicted in Figure 3.4-10a, with the last bit of the packet emerging at
the receiver at t = 15.008 msec.
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(a) a stop-and-wait protocol in operation (b) a pipelined protocol in operdation

Stop-and-wait versus pipelined protocols



The solution to this particular performance problem is a simple one: rather than operate in a
stop-and-wait manner, the sender is allowed to send multiple packets without waiting for
acknowledgements, as shown in Figure 3.4-10(b). Since the many in-transit sender-to-receiver
packets can be visualized as filling a pipeline, this technique is known as pipelining. Pipelining
has several consequences for reliable data transfer protocols:

e The range of sequence numbers must be increased, since each in-transit packet (not
counting retransmissions) must have a unique sequence number and there may be
multiple, in-transit, unacknowledged packets.

e The sender and receiver-sides of the protocols may have to buffer more than one
packet. Minimally, the sender will have to buffer packets that have been transmitted,
but not yet acknowledged. Buffering of correctly-received packets may also be needed
at the receiver, as discussed below.

The range of sequence numbers needed and the buffering requirements will depend on the
manner in which a data transfer protocol responds to lost, corrupted, and overly delayed
packets. Two basic approaches towards pipelined error recovery can be identified: Go-Back-
N and selective repeat.

Go-Back-N (GBN)
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In a Go-Back-N (GBN) protocol, the sender is allowed to transmit multiple packets (when
available) without waiting for an acknowledgment, but is constrained to have no more than
some maximum allowable number, N, of unacknowledged packets in the pipeline. Figure shows
the sender's view of the range of sequence numbers in a GBN protocol. If we definebase to be
the sequence number of the oldest unacknowledged packet and nextseqgnum to be the smallest
unused sequence number (i.e., the sequence number of the next packet to be sent), then four
intervals in the range of sequence numbers can be identified. Sequence numbers in the
interval [0,base-1] correspond to packets that have already been transmitted and
acknowledged. The interval [base, nextsegnum-1] corresponds to packets that have been sent
but not yet acknowledged. Sequence numbers in the interval [nextsegnum,base+N-1] can be
used for packets that can be sent immediately, should data arrive from the upper layer. Finally,
sequence numbers greater than or equal to base+N can not be used until an unacknowledged
packet currently in the pipeline has been acknowledged.

3.4.4 Selective Repeat (SR)



The GBN protocol allows the sender to potentially “fill the pipeline" with packets, thus avoiding
the channel utilization problems we noted with stop-and-wait protocols. There are, however,
scenarios in which GBN itself will suffer from performance problems. In particular, when the
window size and bandwidth-delay product are both large, many packets can be in the pipeline.
A single packet error can thus cause GBN to retransmit a large number of packets, many of
which may be unnecessary. As the probability of channel errors increases, the pipeline can
become filled with these unnecessary retransmissions. Imagine in our message dictation
scenario, if every time a word was garbled, the surrounding 1000 words (e.g., a window size of
1000 words) had to be repeated. The dictation would be slowed by all of the reiterated words.
As the name suggests, Selective Repeat (SR) protocols avoid unnecessary retransmissions by
having the sender retransmit only those packets that it suspects were received in error (i.e.,
were lost or corrupted) at the receiver.
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(b) receiver view of sequence numbers

1. Data received from above. When data is received from above, the SR sender checks the
next available sequence number for the packet. If the sequence number is within the
sender's window, the data is packetized and sent; otherwise it is either buffered or
returned to the upper layer for later transmission, as in GBN.

2. Timeout. Timers are again used to protect against lost packets. However, each packet
must now have its own logical timer, since only a single packet will be transmitted on
timeout. A single hardware timer can be used to mimic the operation of multiple logical
timers.

3. ACK received. If an ACK is received, the SR sender marks that packet as having been
received, provided it is in the window. If the packet's sequence number is equal

(within window)



to sendbase, the window base is moved forward to the unacknowledged packet with
the smallest sequence number. If the window moves and there are untransmitted
packets with sequence numbers that now fall within the window, these packets are
transmitted.

Connection-Oriented Transport: TCP

TCP provides multiplexing, demultiplexing, and error detection (but not recovery) in
exactly the same manner as UDP. Nevertheless, TCP and UDP differ in many ways.
The most fundamental difference is that UDP is connectionless, while TCP
is connection-oriented. UDP is connectionless because it sends data without ever
establishing a connection. TCP is connection-oriented because before one
application process can begin to send data to another, the two processes must first
"handshake" with each other -- that is, they must send some preliminary segments
to each other to establish the parameters of the ensuing data transfer. As part of
the TCP connection establishment, both sides of the connection will initialize many
TCP "state variables"

TCP Segment Structure
The TCP segment consists of header fields and a data field. The data field contains a
chunk of application data.

o The32-bit sequence number field, and the 32-bit acknowledgment number
field are used by the TCP sender and receiver in implementing a reliable data
transfer service, as discussed below.

o The 16-bit window size field is used for the purposes of flow control. We will
see shortly that it is used to indicate the number of bytes that a receiver is
willing to accept.

o The 4-bit length field specifies the length of the TCP header in 32-bit
words. The TCP header can be of variable length due to the TCP options field,
discussed below. (Typically, the options field is empty, so that the length of
the typical TCP header is 20 bytes.)

o The optional and variable length options field is used when a sender and
receiver negotiate the maximum segment size (MSS) or as a window scaling
factor for use in high-speed networks. A timestamping option is also defined.



« The flag field contains 6 bits. The ACK bit is used to indicate that the value
carried in the acknowledgment field is valid. The RST, SYN and FIN bits are
used for connection setup and teardown, as we will discuss at the end of this
section. When the PSH bit is set, this is an indication that the receiver should
pass the data to the upper layer immediately. Finally, the URG bit is used to
indicate there is data in this segment that the sending-side upper layer entity
has marked as “‘urgent." The location of the last byte of this urgent data is
indicated by the 16-bit urgent data pointer. TCP must inform the receiving-
side upper layer entity when urgent data exists and pass it a pointer to the
end of the urgent data. (In practice, the PSH, URG and pointer to urgent data
are not used. However, we mention these fields for completeness.)

source port # Dest. Port #
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acknowledgement number
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Sequence Numbers and Acknowledgment Numbers

Two of the most important fields in the TCP segment header are the sequence
number field and the acknowledgment number field. These fields are a critical part
of TCP's reliable data transfer service
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Dividing file data into TCP segments.

Reliable Data Transfer

TCP creates areliable data transfer service on top of IP's unreliable best-effort
service. Many popular application protocols -- including FTP, SMTP, NNTP, HTTP and
Telnet -- use TCP rather than UDP primarily because TCP provides reliable data
transfer service. TCP's reliable data transfer service ensures that the data stream
that a process reads out of its TCP receive buffer is uncorrupted, without gaps,
without duplication, and in sequence, i.e., the byte stream is exactly the same byte
stream that was sent by the end system on the other side of the connection. In this
subsection we provide an informal overview of how TCP provides reliable data
transfer

Flow Control

TCP thus provides aflow control service to its applications by eliminating the
possibility of the sender overflowing the receiver's buffer. Flow control is thus a
speed matching service - matching the rate at which the sender is seding to the rate
at which the receiving application is reading. As noted earlier, a TCP sender can also
be throttled due to congestion within the IP network; this form of sender control is
referred to as congestion control

TCP provides flow control by having the sender maintain a variable called the receive
window. Informally, the receive window is used to give the sender an idea about
how much free buffer space is available at the receiver. In a full-duplex connection,
the sender at each side of the connection maintains a distinct receive window. The
receive window is dynamic, i.e., it changes throughout a connection's lifetime. Let's
investigate the receive window in the context of a file transfer.

Suppose that host A is sending a large file to host B over a TCP connection. Host B
allocates a receive buffer to this connection; denote its size by RcvBuffer. From
time to time, the application process in host B reads from the buffer.
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Round Trip Time and Timeout

Recall that when a host sends a segment into a TCP connection, it starts a timer. If
the timer expires before the host receives an acknowledgment for the data in the
segment, the host retransmits the segment. The time from when the timer is started
until when it expires is called the timeout of the timer.

The sample RTT, denoted SampleRTT, for a segment is the time from when the
segment is sent (i.e., passed to IP) until an acknowledgment for the segment is
received. Each segment sent will have its own associated sampierrT. Obviously,
the samp1erTT Values will fluctuate from segment to segment due to congestion in the
routers and to the varying load on the end systems. Because of this fluctuation, any
given samplerTT Value may be atypical. In order to estimate a typical RTT, it is
therefore natural to take some sort of average of the sampierrr Values. TCP maintains
an average, called EstimatedRTT, of the sampierrT Values. Upon receiving an

acknowledgment and obtaining a NEW SampleRTT, TCP
updates estimatedrrT according to the following formula:
EstimatedRTT = (1-x) EstimatedRTT + x SampleRTT.

TCP Connection Management

The TCP in the client then proceeds to establish a TCP connection with the TCP in the
server in the following manner:

« Step 1. The client-side TCP first sends a special TCP segment to the server-
side TCP. This special segment contains no application-layer data. It does,
however, have one of the flag bits in the segment's header (see Figure 3.3-2),
the so-called SYN bit, setto 1. For this reason, this special segment is referred
to as aSYN segment. In addition, the client chooses an initial sequence
number (client_isn) and puts this number in the sequence number field of the



initial TCP SYN segment. This segment is encapsulated within an IP datagram
and sent into the Internet.

Step 2. Once the IP datagram containing the TCP SYN segment arrives at the
server host (assuming it does arrive!), the server extracts the TCP SYN
segment from the datagram, allocates the TCP buffers and variables to the
connection, and sends a connection-granted segment to client TCP. This
connection-granted segment also contains no application-layer data. However,
it does contain three important pieces of information in the segment
header. First, the SYN bit is set to 1. Second, the acknowledgment field of the
TCP segment header is set to isn+1. Finally, the server chooses its own initial
sequence number (server_isn) and puts this value in the sequence number field
of the TCP segment header. This connection granted segment is saying, in
effect, "l received your SYN packet to start a connection with your initial
sequence number, client_isn. | agree to establish this connection. My own
initial sequence number is server_isn." The conenction-granted segment is
sometimes referred to as a SYNACK segment.

Step 3. Upon receiving the connection-granted segment, the client also
allocates buffers and variables to the connection. The client host then sends the
server yet another segment; this last segment acknowledges the server's
connection-granted segment (the client does so by putting the
value server_isn+1 in the acknowledgment field of the TCP segment header).
The SYN bit is set to 0, since the connection is established.

client]  Connection 'equest (SYN=1, seq=cliont | server
host ent_isn) nost
~—>

_1, seg=sevel S0,
connection granted (YN ack = client isn+1)

TCP three-way handshake: segment exchange



Congestion control

Congestion control refers to the techniques used to control or prevent congestion. Congestion control
techniques can be broadly classified into two categories:

Congestion
Control Techniques

Y

Y

Open loop Congestion Closed loop Congestion
Control Control

Open Loop Congestion Control
Open loop congestion control policies are applied to prevent congestion before it happens. The
congestion control is handled either by the source or the destination.

Policies adopted by open loop congestion control —

1.

Retransmission Policy:

It is the policy in which retransmission of the packets are taken care of. If the sender feels that a
sent packet is lost or corrupted, the packet needs to be retransmitted. This transmission may
increase the congestion in the network.

To prevent congestion, retransmission timers must be designed to prevent congestion and also able
to optimize efficiency.

Window Policy:

The type of window at the sender’s side may also affect the congestion. Several packets in the Go-
back-n window are re-sent, although some packets may be received successfully at the receiver
side. This duplication may increase the congestion in the network and make it worse.

Therefore, Selective repeat window should be adopted as it sends the specific packet that may have
been lost.

Discarding Policy:

A good discarding policy adopted by the routers is that the routers may prevent congestion and at
the same time partially discard the corrupted or less sensitive packages and also be able to
maintain the quality of a message.

In case of audio file transmission, routers can discard less sensitive packets to prevent congestion
and also maintain the quality of the audio file.

Acknowledgment Policy:

Since acknowledgements are also the part of the load in the network, the acknowledgment policy
imposed by the receiver may also affect congestion. Several approaches can be used to prevent
congestion related to acknowledgment.

The receiver should send acknowledgement for N packets rather than sending acknowledgement for
a single packet. The receiver should send an acknowledgment only if it has to send a packet or a



timer expires.

5. Admission Policy :
In admission policy a mechanism should be used to prevent congestion. Switches in a flow should
first check the resource requirement of a network flow before transmitting it further. If there is a
chance of a congestion or there is a congestion in the network, router should deny establishing a
virtual network connection to prevent further congestion.

All the above policies are adopted to prevent congestion before it happens in the network.

Closed Loop Congestion Control
Closed loop congestion control techniques are used to treat or alleviate congestion after it happens.
Several techniques are used by different protocols; some of them are:

1. Backpressure :

Backpressure is a technique in which a congested node stops receiving packets from upstream node.
This may cause the upstream node or nodes to become congested and reject receiving data from
above nodes. Backpressure is a node-to-node congestion control technique that propagate in the
opposite direction of data flow. The backpressure technique can be applied only to virtual circuit where
each node has information of its above upstream node.

Backpressure Backpressure
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In above diagram the 3rd node is congested and stops receiving packets as a result 2nd node
may be get congested due to slowing down of the output data flow. Similarly 1st node may get
congested and inform the source to slow down.

2. Choke Packet Technique :

Choke packet technique is applicable to both virtual networks as well as datagram subnets. A choke
packet is a packet sent by a node to the source to inform it of congestion. Each router monitors its
resources and the utilization at each of its output lines. Whenever the resource utilization exceeds the
threshold value which is set by the administrator, the router directly sends a choke packet to the source
giving it a feedback to reduce the traffic. The intermediate nodes through which the packets has
traveled are not warned about congestion.
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3. Implicit Signaling :

In implicit signaling, there is no communication between the congested nodes and the source. The
source guesses that there is congestion in a network. For example when sender sends several packets
and there is no acknowledgment for a while, one assumption is that there is a congestion.

4. Explicit Signaling :
In explicit signaling, if a node experiences congestion it can explicitly sends a packet to the source or
destination to inform about congestion. The difference between choke packet and explicit signaling is
that the signal is included in the packets that carry data rather than creating a different packet as in
case of choke packet technique.
Explicit signaling can occur in either forward or backward direction.
Forward Signaling : In forward signaling, a signal is sent in the direction of the congestion. The
destination is warned about congestion. The receiver in this case adopt policies to prevent further
congestion.
Backward Signaling : In backward signaling, a signal is sent in the opposite direction of the
congestion. The source is warned about congestion and it needs to slow down.



Principles of Network Applications

The Principles of Network Applications are fundamental concepts that govern the design
and development of applications that run on a computer network. These principles
encompass several key aspects of network applications, including:

e Network Application Architectures

e Processes Communicating

e The Interface Between the Process and the Computer Network
o Transport Services Available to Applications

e Transport Services Provided by the Internet

e Application-Layer Protocols

1. Network Application Architectures refer to the overall design and structure of a
network application. It encompasses how the application is divided into different
components, and how these components interact with each other. There are several
commonly used network application architectures, including:

e C(Client-Server Architecture: In this architecture, one component acts as a client and
makes requests to a server component, which provides the requested services. This
architecture is commonly used in web applications, where the client is a web browser
and the server is a web server.

o Peer-to-Peer Architecture: In this architecture, every component is both a client and a
server, and each component can communicate directly with any other component. This
architecture is commonly used in file-sharing applications, where each user’s device
acts as both a client and a server.

e Three-Tier Architecture: In this architecture, the application is divided into three
components: a client component, a middleware component, and a database component.
The client component makes requests to the middleware component, which
communicates with the database component to retrieve or update data. This
architecture provides a layer of abstraction between the client and the database, which
can improve performance and scalability.

o Microservices Architecture: In this architecture, the application is divided into a
collection of small, independently deployable components, known as microservices.
Each microservice is responsible for a specific aspect of the application’s functionality,
and they communicate with one another through APIs. This architecture allows for
greater flexibility and scalability compared to other architectures.

The choice of network application architecture depends on several factors, including the

requirements of the application, the scale of the application, and the available resources.

Regardless of the architecture chosen, the design should consider factors such as

scalability, performance, security, and maintainability.

2. Processes Communicating refers to the communication between multiple processes in

a computer network. Processes can be thought of as individual programs or tasks running

on a device, and they may be located on the same device or on different devices connected

to the network.

e Communication between processes is facilitated by the use of protocols, which define
the rules and formats for exchanging data. The communication between processes can
be either synchronous or asynchronous, meaning that either both processes must be



available to communicate at the same time or the communication can occur at different
times.

e In a network application, communication between processes is essential for the
application to function correctly. For example, in a client-server architecture, the client
process makes requests to the server process, and the server process returns the
requested information. In a peer-to-peer architecture, each process can communicate
directly with any other process.

e It's important to consider the communication between processes when designing a
network application. Factors such as the reliability of communication, the security of
communication, and the performance of the communication must be taken into account.
The choice of protocols used for communication will depend on the requirements of the
application and the network infrastructure.

3. The Interface between the Process and the Computer Network refers to the
connection between a process running on a device and the underlying computer network.
This interface determines how the process communicates with other processes and with
the network itself.

The interface between a process and the computer network is usually provided by a
network stack, which is a collection of protocols and services that handle the
communication between the process and the network. The network stack translates the
process’s requests and data into the appropriate network protocols, and vice versa,
allowing the process to communicate over the network.

The network stack typically includes several layers, each with its own specific
responsibilities. The layers may include:

1. Application Layer: This layer provides the interface between the process and the
network stack. It defines the protocols and services used by the process to communicate
with the network.

2. Transport Layer: This layer provides the underlying transport services that enable the
process to communicate with other processes over the network. These services include
protocols such as TCP_ (Transmission Control Protocol) and UDP (User Datagram
Protocol).

3. Network Layer: This layer provides the basic mechanisms for routing data between
devices on the network. The Internet Protocol (IP) is the most commonly used network
layer protocol.

4. Link Layer: This layer provides low-level communication services between devices on
the same physical network. The link layer is responsible for error detection and
correction, and for determining the best path for data to travel over the network.

The interface between the process and the computer network is a critical component of a

network application, and its design must take into account factors such as performance,

reliability, security, and compatibility with the network infrastructure. The choice of
network stack and protocols used will depend on the requirements of the application and
the underlying network.

4. Transport Services Available to Applications are the services provided by the
network stack that enable applications to communicate with each other over a computer
network. These services are responsible for ensuring that data is reliably delivered
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between applications, and they provide the underlying communication infrastructure for
the application.
There are several transport services available to applications, including:

1. TCP (Transmission Control Protocol): TCPis a reliable, connection-oriented
transport service that provides error-checking and flows control to ensure that data is
delivered accurately. Applications that require reliable data delivery, such as email or
file transfer, typically use TCP.

2. UDP (User Datagram Protocol): UDP is an unreliable, connectionless transport service
that does not provide error checking or flow control. Applications that require low
latency or high speed, such as video streaming or online gaming, typically use UDP.

3. SCTP (Stream Control Transmission Protocol): SCTP is a reliable, multi-homed
transport service that provides error checking and flow control. SCTP can handle
multiple streams of data between applications, allowing for efficient communication
between applications.

4. DCCP (Datagram Congestion Control Protocol): DCCP is a transport service that
provides congestion control for applications that do not require reliable data delivery.
Transport Services Provided by the InternetThe choice of transport service will depend on
the requirements of the application, including reliability, performance, and security
requirements. For example, an application that requires reliable data delivery, such as
email, would use TCP, while an application that requires low latency and high speed, such

as online gaming, would use UDP.

5. Transport Services Provided by the Internet: The Internet provides two primary
transport services for applications: TCP (Transmission Control Protocol) and UDP (User
Datagram Protocol).

1. TCP: TCP is a reliable, connection-oriented transport service that provides error-
checking and flows control to ensure that data is delivered accurately. Applications that
require reliable data delivery, such as email or file transfer, typically use TCP. TCP
establishes a reliable connection between two devices and ensures that data is
transmitted in the correct order and without errors.

2. UDP: UDP is an unreliable, connectionless transport service that does not provide error
checking or flow control. Applications that require low latency or high speed, such as
video streaming or online gaming, typically use UDP. Because UDP does not provide
error checking or flow control, it is faster and more efficient than TCP, but it may not be
suitable for applications that require reliable data delivery.

In addition to these two primary transport services, the Internet may also provide other

transport services, such as SCTP (Stream Control Transmission Protocol) or DCCP

(Datagram Congestion Control Protocol), depending on the specific implementation. The

choice of transport service will depend on the requirements of the application and the

underlying network infrastructure.

6. Application-layer protocols are data exchange protocols used to allow communication
between applications on different devices. They operate at the highest layer of the OSI
(Open Systems Interconnection) model, which is the application layer. Application-layer
protocols define the rules for exchanging data between applications, such as formatting,
error detection and correction, and security. Examples of application-layer protocols
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include HTTP, HTTPS, FTP, SMTP, POP3, IMAP, and many others. They are used in various
applications such as web browsing, email, file transfer, and more.

File Transfer Protocol (FTP) in Application Layer

File Transfer Protocol (FTP) is an application layer protocol that moves files between local
and remote file systems. It runs on top of TCP, like HTTP. To transfer a file, 2 TCP
connections are used by FTP in parallel: control connection and data connection.

What is File Transfer Protocol?

FTP is a standard communication protocol. There are various other protocols like HTTP
which are used to transfer files between computers, but they lack clarity and focus as
compared to FTP. FTP shields the user from these differences and transfers data efficiently
and reliably. FTP can transfer ASCII, EBCDIC, or image files. The ASCII is the default file
share format,

FTP

4 — — — — Control Channel— — — — P

4 — — — — DataChannel — — — — P

[ Use Case :- Upload / Download Files J

Types of FTP

There are different ways through which a server and a client do a file transfer using FTP.
Some of them are mentioned below:

e Anonymous FTP: Anonymous FTP is enabled on some sites whose files are available for
public access. A user can access these files without having any username or password.
Instead, the username is set to anonymous, and the password is to the guest by default.
Here, user access is very limited. For example, the user can be allowed to copy the files
but not to navigate through directories.

o Password Protected FTP: This type of FTP is similar to the previous one, but the
change in it is the use of username and password.

e FTP Secure (FTPS): It is also called as FTP Secure Sockets Layer (FTP SSL). It is a more
secure version of FTP data transfer. Whenever FTP connection is established, Transport
Layer Security (TLS) is enabled.

e FTP over Explicit SSL/TLS (FTPES): FTPES helps by upgrading FTP Connection from
port 21 to an encrypted connection.

e Secure FTP (SFTP): SFTP is not a FTP Protocol, but it is a subset of Secure Shell
Protocol, as it works on port 22.



How Does FTP Work?

FTP is a client server protocol that has two communication channel, command channel for
conversation control and data channel for file content.
Here are steps mentioned in which FTP works:
e Auser has to log in to FTP Server first, there may be some servers where you can access
to content without login, known as anonymous FTP.
e C(lient can start a conversation with server, upon requesting to download a file.
e The user can start different functions like upload, delete, rename, copy files, etc. on

Server.
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Types of Connection in FTP

¢ Control Connection

¢ Data Connection
Control Connection
For sending control information like user identification, password, commands to change
the remote directory, commands to retrieve and store files, etc., FTP makes use of a control
connection. The control connection is initiated on port number 21.
Data connection

For sending the actual file, FTP makes use of a data connection. A data connection is
initiated on port number 20.

FTP sends the control information out-of-band as it uses a separate control connection.
Some protocols send their request and response header lines and the data in the same TCP
connection. For this reason, they are said to send their control information in-band. HTTP
and SMTP are such examples.
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FTP Data Types

The data type of a file, which determines how the file is represented overall, is the first
piece of information that can be provided about it. The FTP standard specifies the following
four categories of data:
e ASCII: Describes an ASCII text file in which each line is indicated by the previously
mentioned type of end-of-line marker.
o EBCDIC: For files that use IBM’s EBCDIC character set, this type is conceptually identical
to ASCIL
o Image: This is the “black box” mode I described earlier; the file has no formal internal
structure and is transferred one byte at a time without any processing.
e Local: Files containing data in logical bytes with a bit count other than eight can be
handled by this data type.

FTP Replies

Some of the FTP replies are:
e 200 - Command okay.
e 530 - Notlogged in.
e 331 - User name okay, need a password.
e 221 - Service closing control connection.
e 551 - Requested action aborted: page type unknown.
e 502 - Command not implemented.
e 503 - Bad sequence of commands.
e 504 - Command not implemented for that parameter.

Advantages of FTP

o File sharing also comes in the category of advantages of FTP in this between two
machines files can be shared on the network.

e Speed is one of the main benefits of FTP.

o Since we don’t have to finish every operation to obtain the entire file, it is more efficient.

e Using the username and password, we must log in to the FTP server. As a result, FTP
might be considered more secure.

e We can move the files back and forth via FTP. Let’s say you are the firm manager and you
provide information to every employee, and they all reply on the same server.



Disadvantages of FTP

o File size limit is the drawback of FTP only 2 GB size files can be transferred.

e More then one receivers are not supported by FTP.

e FTP does not encrypt the data this is one of the biggest drawbacks of FTP.

e FTP is unsecured we use login IDs and passwords making it secure but they can be
attacked by hackers.

Simple Mail Transfer Protocol (SMTP)

Email is emerging as one of the most valuable services on the internet today. Most internet
systems use SMTP as a method to transfer mail from one user to another. SMTP is a push
protocol and is used to send the mail whereas POP (post office protocol) or IMAP (internet
message access protocol) is used to retrieve those emails at the receiver’s side.

SMTP Fundamentals

SMTP is an application layer protocol. The client who wants to send the mail opens
a TCP connection to the SMTP server and then sends the mail across the connection. The
SMTP server is an always-on listening mode. As soon as it listens for a TCP connection from
any client, the SMTP process initiates a connection through port 25. After successfully
establishing a TCP connection the client process sends the mail instantly

SMTP Protocol

The SMTP model is of two types:
1. End-to-end method
2. Store-and-forward method

The end-to-end model is used to communicate between different organizations whereas
the store and forward method is used within an organization.
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Components of SMTP

1. Mail User Agent (MUA)

2. Mail Submission Agent (MSA)
3. Mail Transfer Agent (MTA)

4. Mail Delivery Agent (MDA)

1. Mail User Agent (MUA): It is a computer application that helps you in sending and
retrieving mail. It is responsible for creating email messages for transfer to the mail
transfer agent(MTA).

2. Mail Submission Agent (MSA): It is a computer program that basically receives mail
from a Mail User Agent(MUA) and interacts with the Mail Transfer Agent(MTA) for the
transfer of the mail.

3. Mail Transfer Agent(MTA): It is basically software that has the work to transfer mail
from one system to another with the help of SMTP.

4. Mail Delivery Agent(MDA): A mail Delivery agent or Local Delivery Agent is basically a
system that helps in the delivery of mail to the local system.

Working of SMTP

1. Communication between the sender and the receiver:

The sender’s user agent prepares the message and sends it to the MTA. The MTA’s
responsibility is to transfer the mail across the network to the receiver’s MTA. To send
mail, a system must have a client MTA, and to receive mail, a system must have a server
MTA.

2. Sending Emails:

Mail is sent by a series of request and response messages between the client and the server.
The message which is sent across consists of a header and a body. A null line is used to
terminate the mail header and everything after the null line is considered the body of the
message, which is a sequence of ASCII characters. The message body contains the actual
information read by the receipt.

3.Receiving Emails:

The user agent on the server-side checks the mailboxes at a particular time of intervals. If
any information is received, it informs the user about the mail. When the user tries to read
the mail it displays a list of emails with a short description of each mail in the mailbox. By
selecting any of the mail users can view its contents on the terminal.
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Some SMTP Commands

HELO - Identifies the client to the server, fully qualified domain name, only sent once
per session

MAIL - Initiate a message transfer, the fully qualified domain of the originator

RCPT - Follows MAIL, identifies an addressee, typically the fully qualified name of the
addressee, and for multiple addressees use one RCPT for each addressee

DATA - send data line by line

Advantages of SMTP

If necessary, the users can have a dedicated server.
It allows for bulk mailing.

Low cost and wide coverage area.

Offer choices for email tracking.

Reliable and prompt email delivery.

Disadvantages of SMTP

SMTP’s common port can be blocked by several firewalls.

SMTP security is a bigger problem.

Its simplicity restricts how useful it can be.

Just 7-bit ASCII characters can be used.

If a message is longer than a certain length, SMTP servers may reject the entire message.
Delivering your message will typically involve additional back-and-forth processing between
servers, which will delay sending and raise the likelihood that it won’t be sent.

Difference between SMTP and HTTP

SMTP is used for mail services. HTTP is mainly used for data and file transfer.

It uses port 25. It uses port 80.

It is primarily a push protocol. It is primarily a pull protocol.

It imposes a 7-bit ASCII restriction on the It does not impose a 7-bit ASCII restriction.
content to be transferred. Can transfer multimedia, hyperlinks, etc.
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SMTP transfers emails via Mail Servers.

SMTP is a persistent type of TCP
connection.

Uses base64 encoding for authentication.

Does not support session management or
cookies.

Has a smaller message size limit compared
to HTTP.

Requires authentication for sending
emails.

Supports both plain text and encrypted
communication (SMTPS or STARTTLS).

Services Provided by DNS

The DNS is

HTTP transfers files between the Web server
and the Web client.

It can use both Persistent and Non-
persistent.

Uses different methods of authentication
such as basic, digest, and OAuth.

Supports session management and cookies to
maintain state.

Has a larger message size limit compared to
SMTP.

Does not require authentication for browsing
web pages.

Supports both plain text and encrypted
communication (HTTPS).

(1) a distributed database implemented in a hierarchy of DNS servers, and

(2) an application-layer protocol that allows hosts to query the distributed database.



* DNS is commonly employed by other application-layer protocols—including HTTP, SMTP,
and FTP—to translate user-supplied hostnames to IP addresses.

» Host aliasing: A host with a complicated hostname can have one or more alias names.
For example, a hostname such as relayl.west-coast.enterprise.com could have, say, two
aliases such as enterprise.com and www.enterprise.com. In this case, the hostname
relayl.westcoast. enterprise.com is said to be a canonical hostname. Alias hostnames, when
present, are typically more mnemonic than canonical Downloaded by MRIET ECE
(hodece@mriet.ac.in) I0MoARcPSD|37349925 hostnames. DNS can be invoked by an
application to obtain the canonical hostname for a supplied alias hostname as well as the IP
address of the host.

e Mail server aliasing: For obvious reasons, it is highly desirable that e-mail addresses be
mnemonic. For example, if Bob has an account with Hotmail, Bob’s e-mail address might be
as simple as bob@hotmail.com. However, the hostname of the Hotmail mail server is more
complicated and much less mnemonic than simply hotmail.com (for example, the canonical
hostname might be something like relay1l.westcoast.hotmail.com). DNS can be invoked by a
mail application to obtain the canonical hostname for a supplied alias hostname as well as
the IP address of the host.

e Load distribution: DNS is also used to perform load distribution among replicated
servers, such as replicated Web servers. Busy sites, such as cnn.com, are replicated over
multiple servers, with each server running on a different end system and each having a
different IP address. For replicated Web servers, a set of IP addresses is thus associated
with one canonical hostname. The DNS database contains this set of IP addresses. When
clients make a DNS query for a name mapped to a set of addresses, the server responds
with the entire set of IP addresses, but rotates the ordering of the addresses within each
reply. Because a client typically sends its HTTP request message to the IP address that is
listed first in the set, DNS rotation distributes the traffic among the replicated servers.

Overview of How DNS Works

e Suppose that some application running in a user’s host needs to translate a hostname to
an [P address. The application will invoke the client side of DNS, specifying the hostname
that needs to be translated.

e DNS in the user’s host then takes over, sending a query message into the network.

e All DNS query and reply messages are sent within UDP datagrams to port 53. After a
delay, ranging from milliseconds to seconds, DNS in the user’s host receives a DNS reply
message that provides the desired mapping. This mapping is then passed to the invoking
application.



The problems with a centralized design include:
* A single point of failure. If the DNS server crashes, so does the entire Internet!
e Traffic volume. A single DNS server would have to handle all DNS queries.

« Distant centralized database. A single DNS server cannot be “close to” all the querying
clients. If we put the single DNS server in New York City, then all queries from Australia
must travel to the other side of the globe, perhaps over slow and congested links. This can
lead to significant delays.

e Maintenance. The single DNS server would have to keep records for all Internet hosts. Not
only would this centralized database be huge, but it would have to be updated frequently to
account for every new host.

DNS Records

The DNS servers that together implement the DNS distributed database store resource
records

Each resource record contains 4 fields: Name, Value, Type, TTL

TTL stands for the time to live of the resource record; it determines when a resource
should be removed from a cache

The meaning of Name and Value depend on Type

e If Type = A, then Name is a hostname and Value is the I[P address for
the hostname; this record type provides the standard hostname to IP address

mapping

e If Type = NS, then Nane is a domain and Value is the hostname of an authoritative
DNS server that knows how to obtain the IP addresses for hosts in the domain; this
record type is used to route DNS queries further along in the query chain

e If Type = CNAME, then Value is the canonical hostname for the alias
hostname Name

e [If Type = MX, then Value is the canonical name of a mail server that
has an alias hostname Name; MX records allow the hostnames of mail servers to
have simple aliases



NS Messages

There are only two types: query and reply

Both have the same format

12 bytes

Name, type fields
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The first 12 bytes is the header section

Parts of the header section

1. Identification Field

1.

2.

16-bit number that identifies the query

Identifier is copied into the reply message to a query, allowing the client
to
match received replies with sent queries

2. Flag field

1.

1-bit query/reply flag indicates whether the message is a query (0) or a
reply (1)

1-bit authoritative flag is set in a reply message when a DNS server is an
authoritative server for a queried name

1-bit recursion-desired flag is set when a client desires that the DNS
server
perform recursion when it doesn't have the record

1-bit recursion-available flag is set in a reply if the DNS server supports
recursion

3. 4 number-of fields

1.

Indicate the number of occurrences of the four types of data sections
that
follow the header



The question section contains information about the query that is being made
Parts of the question section
1. A name field that contains the name that is being queried

2. A type field that indicates the type of question being asked about the name

The answer section contains the resource records for the name that was
originally queried

A reply can return multiple RRs in the answer, since a hostname can have multiple IP
addresses

The authority section contains records of other authoritative servers
The additional section contains other helpful records

Ns lookup program allows you to to send a DNS query message directly from the
local host to any

Inserting Records into the DNS Database
e Register your domain name with a registrar

o Registrar - a commercial entity that verifies the uniqueness of the domain
name, enters the domain name into the DNS database, and collects a small
fee from you for its services

o There are many registrars competing for customers, and the Internet
Corporation for Assigned Names and Numbers (ICANN) accredits the
various registrars

e Provide the registrar with the names and IP addresses or your primary and
secondary authoritative DNS servers

e Ther registrar ensures that a type NS and a type A record are entered into the TLD
com servers

e You will have to make sure that the type A resource record for your Web server and
the type MX resourse record for your mail server are entered into your
authoritative DNS servers
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